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Preface

Quadratic forms are everywhere. Even in elementary number theory, many of the most beautiful theorems deal with quadratic forms. The following gives a small list of well known and less well known results involving quadratic forms.

Binary Quadratic Forms

- The most famous result in elementary number theory involving binary quadratic forms is Fermat’s Two-Squares Theorem: every positive prime \( p \equiv 1 \mod 4 \) can be written in the form \( p = x^2 + y^2 \). Lurking in the background is the first supplementary law of quadratic reciprocity: \(-1\) is a square modulo an odd prime \( p \) if and only if \( p \equiv 1 \mod 4 \).
- Solving the Pell equation \( x^2 - my^2 = 1 \) requires finding representations of 1 by binary quadratic forms such as \( x^2 - my^2 \).
- The first conceptual proof of the quadratic reciprocity law provided by Gauss used his theory of binary quadratic forms.
- One of Euler’s first conjectures in the theory of higher power residues was the following result first proved by Gauss: 2 is a fourth power modulo a prime \( p \equiv 1 \mod 4 \) if and only if \( p = a^2 + 64b^2 \).

Ternary Quadratic Forms

- One of Fermat’s first conjectures claimed that every positive integer is the sum of three triangular numbers; these are numbers of the form \( n(n + 1)/2 \). Fermat observed that this would follow from the fact that numbers \( N \equiv 3 \mod 8 \) are sums of three squares. Euler and Legendre stated more precisely that every positive integer not of the form \( 4^m(8n + 7) \) can be written as a sum of three squares, a result which was finally proved by Gauss.
- The first partial proof of the quadratic reciprocity law was obtained by Legendre with the help of ternary quadratic forms.
- A natural number \( n \geq 1 \) is called congruent if it is the area of a right angled triangle with rational sides; equivalently \( n \) is congruent if there is a rational number \( x \) such that \( x^2 - n \) and \( x^2 + n \) both are squares of rational numbers.
  Assuming the truth of the conjecture of Birch and Swinnerton-Dyer on elliptic curves, Tunnell showed that an odd integer \( n \) is congruent if and only if \( A_p = 2B_p \), where
  \[
  A_p = \# \{(a, b, c) : 2a^2 + b^2 + 8c^2 = n\},
  \]
  \[
  B_p = \# \{(a, b, c) : 2a^2 + b^2 + 32c^2 = n\}.
  \]
  It is easily checked that \( A_1 = B_1 = 2 \) (the only solutions of \( 2a^2 + b^2 + 8c^2 = 1 \) are \( (a, b, c) = (0, \pm 1, 0) \)) and \( A_3 = B_3 = 4 \), hence \( n = 1 \) and \( n = 3 \) are not congruent; on the other hand it is even more obvious that \( A_5 = B_5 = 0 \) and \( A_7 = B_7 = 0 \), which shows that \( n = 5 \) and \( n = 7 \) are congruent (modulo the BSD-conjecture).
  Tunnell also gave a similar criterion for \( 2n \) to be congruent.
Quaternary Quadratic Forms

- The 4-squares theorem by Fermat, Euler and Lagrange: every positive integer $n$ is the sum of four squares, that is, $n = x^2 + y^2 + z^2 + w^2$.

- Langlands gave a concrete example of his very general conjecture about nonabelian reciprocity laws involving the quaternary quadratic forms

\[
P(x, y, u, v) = x^2 + xy + 3y^2 + u^2 + uv + 3v^2 \quad (0.1)
\]

\[
Q(x, y, u, v) = 2(x^2 + y^2 + u^2 + v^2) + 2xu + xv + yu - 2yv \quad (0.2)
\]

and the elliptic curve $E : y^2 + y = x^3 - x^2 - 10x - 20$. For each integer $k \geq 0$ define

\[
\begin{align*}
n(P, k) &= \# \{ (a, b, c, d) \in \mathbb{Z}^4 : P(a, b, c, d) = k \}, \\
n(Q, k) &= \# \{ (a, b, c, d) \in \mathbb{Z}^4 : Q(a, b, c, d) = k \}.
\end{align*}
\]

For any prime $p \neq 11$ put

\[
a_p = \# \mathbb{E}(\mathbb{F}_p) - p,
\]

where $\# \mathbb{E}(\mathbb{F}_p)$ denotes the number of solutions of the congruence $y^2 + y \equiv x^3 - x^2 - 10x - 20 \mod p$.

Then Langlands claims that for any prime $p \neq 11$, we have

\[
4a_p = n(P, p) - n(Q, p).
\]

The special role of the prime 11 is explained partially by the observation that

\[
4P(x, y, u, v) = (2x + y)^2 + 11y^2 + (2u + v)^2 + 11v^2.
\]

The major part of Gauss’s Disquisitiones Arithmeticae is devoted to quadratic forms, and the most technical section is the explanation of composition of forms. In the proofs of the results above, composition play no role at all. Moreover, just about everyone regards the theory of binary quadratic forms as an antiquated version of ideal theory in quadratic fields. If the theory of composition of forms is not necessary for understanding or proving theorems such as those quoted above, then why should anyone bother learning the classical theory? Here are a few reasons:

- Modern algorithms for computing the structure of the class group of quadratic number fields or for finding the size of the smallest solution of the Pell equations as well as for solving a host of related problems all involve reduction and composition of forms. Of course the relevant algorithms can (and most of the time are) described in ideal theoretic terms, but the point is that they were discovered using forms.

- Similarly, many fundamental concepts were invented by people working with quadratic forms: let me just mention Shanks’ discovery of the infrastructure or the Stark conjectures (half of Stark’s first paper on this topic deals with the arithmetic of binary quadratic forms “because it is very difficult to find this material today”).

- Cryptographers need to compute with elements of the Jacobians of elliptic and hyperelliptic curves. The group law on elliptic curves is easily explained geometrically, but algorithms for hyperelliptic curves cannot hide their origin in the theory of composition of quadratic forms.

These examples show that there are plenty of reasons for learning more about the classical theory of binary quadratic forms. I have to admit, however, that what made me eventually sit down and study composition of forms was none of the reasons listed above. It is quite exciting to learn beautiful theories, but it is hard work to go through technical details, and composition of forms is filled with all kinds of technicalities. I certainly was in good company with my attitudes on composition: Gordon Pall starts his article [Pal1973] on Gauss composition with the following words:
At least two recent writers\(^1\) have described Gauss’s theory of composition of binary quadratic forms as a tour de force, and not a few mathematicians have told me it was much too complicated.

Dan Shanks [Sh1989a] has made similar experiences: he remarks that

It was frequently said that composition is “difficult”, sometimes even “very difficult”

and observes that

many number-theorists seem to have a real fear of composition; we might call it *compophobia*. They are uncomfortable until they can translate it into ideals, continued fractions, or some other formalism that they feel they understand better.

What eventually converted me into a dedicated follower of the language of quadratic forms was the simple fact that binary quadratic forms were necessary for understanding what I have called the arithmetic of Pell conics: the role that principal homogeneous spaces play in the arithmetic of elliptic curves is played by conics \(Q(x, y) = 1\) in the theory of Pell conics, where \(Q(x, y)\) is a binary quadratic form having the same discriminant as the Pell conic.

Then I got hold of unpublished lecture notes [Hel1986] by Hellegouarche, where the group law on elliptic curves is discussed via quadratic forms (and modules) over polynomial rings \(F_p[T]\). Bhargava’s charming exposition [Bha2001] of Gauss composition appeared just at the right time, and the present book contains an introduction to the classical theory using Bhargava’s cubes. My aim was showing that the theory of quadratic forms is anything but oldfashioned; the theory can be developed using modern techniques in such a way that the simplicity and inherent beauty of the theory of binary quadratic forms becomes obvious.

This book consists of two parts. In the first, we introduce binary quadratic forms with integral coefficients, and discuss the basic notions such as reduction and composition. Then we continue with binary quadratic forms over polynomial rings and derive the group laws on Jacobians of elliptic and hyperelliptic curves\(^2\). For getting to these group laws as fast as possible it is sufficient to work through Sections 1.1 – 1.4, 2.1 – 2.4, 3.1 – 3.2, and 4.4.

The second part deals with various applications to algorithmic number theory and cryptography.

There are several classical introductions to the theory of binary quadratic forms and the Pell equation; here is a list of those I like best:

- Mathews [Mat1892] is perhaps the classical textbook on binary quadratic forms after Dedekind’s edition of Dirichlet’s lectures.
- Flath [Fla1989] presents the main content of the Disquisitiones Arithmeticae in modern language; a treatment a lot closer to the original can be found in Venkov’s book [Ven1970].
- Cox [Co1989] is mainly interested in positive definite forms because his goal is to study complex multiplication, right up to the solution of Gauss’s class number 1 problem (modulo some results from class field theory, which are explained but not proved).
- Buchmann & Vollmer [BV2007] emphasize the algorithmic aspect of quadratic forms.

\(^1\) Apparently, H. Cohn [Coh1962] was one of them.

\(^2\) I intend continuing this part in a second volume, where the descent on Pell conics will be described up to the proof of the analog of the Birch and Swinnerton-Dyer conjecture for elliptic curves.
In this book I have mainly used original articles, all of which are mentioned and discussed in the historical part. For certain topics, I have used some sources more extensively:

- The reduction of indefinite forms is based on Zagier’s excellent book [Zag1981].
- The composition of forms is based on Bhargava’s articles on Gauss composition, in particular [Bha2002, Bha2004a]; the actual algorithm for composition of forms is a modified version of Speiser’s account in [Spe1912].
- The discussion of forms with nonfundamental discriminants owes a lot to the presentation given by Jung [Ju1936].
- The theory of quadratic forms with coefficients in $\mathbb{F}_p[T]$ and the group law on the Jacobians of elliptic and hyperelliptic curves is close to the treatment in Hellegouarche [Hel1986].

Most of the material in this book was used in various undergraduate courses in elementary number theory (reduction and composition of positive definite quadratic forms, the basic arithmetic of the domain $\mathbb{F}_p[T]$), cryptography (group laws on conics and elliptic curves), algebraic geometry (Mason’s Theorem), or algebraic number theory (quadratic forms over $\mathbb{F}_p[T]$, Jacobians of elliptic and hyperelliptic curves).

Prerequisites are elementary number theory up to quadratic reciprocity, some linear algebra, and a little bit of abstract algebra (groups, rings, unique factorization domains etc.).
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1. Reduction of Binary Quadratic Forms

A form of degree $n$ in $r$ variables over some ring $R$ is a homogeneous polynomial in $R[x_1, \ldots, x_r]$, that is, an $R$-linear combination of monomials $x_1^{a_1} \cdots x_r^{a_r}$ with constant degree $n = a_1 + \ldots + a_r$. Thus a quadratic form $q$ in $r$ variables $x_1, \ldots, x_r$ is an expression of the form $q = \sum_{i,j} a_{ij} x_i x_j$, where the coefficients $a_{ij}$ $(1 \leq i, j \leq r)$ are from some fixed domain $R$.

A binary quadratic form is a quadratic form in two variables; we will usually write $Q(x, y) = Ax^2 + Bxy + Cy^2$, and abbreviate this by $Q = (A, B, C)$. Forms in three or four variables are called ternary and (quaternary, ...) quadratic forms, respectively.

Our principal object of study are binary quadratic forms whose coefficients $A, B, C$ are taken from the ring of integers $\mathbb{Z}$; for understanding elliptic and hyperelliptic curves, however, we will later also have to study quadratic forms whose coefficients are taken from polynomial rings $k[T]$ over fields $k$.

The integer $\Delta = B^2 - 4AC$ is called the discriminant of the form $Q$. For example, $(1, 0, 1)$ denotes the form $x^2 + y^2$ with discriminant $\Delta = -4$. We say that an integer $n$ is represented by $Q$ if there exist integers $x, y$ such that $Q(x, y) = n$, and that $n$ is represented primitively by $Q$ if we can find coprime integers $x, y$ with $Q(x, y) = n$. For example, 4 is represented primitively by $Q = (1, 0, 3)$ since $Q(1, 1) = 4$; the representation $Q(2, 0) = 4$ is not primitive.

We get the integers represented by a form $(dA, dB, dC)$ by multiplying the integers represented by $(A, B, C)$ by $d$. We will therefore usually only consider forms $(A, B, C)$ with $\gcd(A, B, C) = 1$; such forms are called primitive.

The central question we will study in this chapter is the following: which integers (and, more specifically, which primes) are represented (primitively) by a given (primitive) binary quadratic form $Q$?

Answering this seemingly innocent question quickly leads us into areas that were (and still are) important for the development of algebraic number theory: reciprocity laws and class fields. We know from elementary number theory that the following conditions on odd primes $p$ are equivalent:

1. $p \equiv 1 \mod 4$;
2. $i^2 \equiv -1 \mod p$ is solvable for some $i \in \mathbb{Z}$, i.e., $(\frac{-1}{p}) = +1$;
3. $p = x^2 + y^2$ is a sum of two integral squares.

The directions 3. $\implies$ 2. $\implies$ 1. are easy to prove; the claim 1. $\implies$ 2. is the difficult part of the first supplementary law of quadratic reciprocity. For showing that 2. implies 3. one has to prove the following claim: if $p$ divides a sum of two coprime squares, then $p$ itself is a sum of two squares. Fermat and Euler used infinite descent to prove such statements; using the word “primitive” seems, however, more natural.\footnote{The classical terminology is “represented properly”; using the word “primitive” seems, however, more natural.}
Lagrange developed a reduction theory of quadratic forms which allowed to prove similar results almost instantaneously.

Studying the prime divisors of more general forms \( x^2 + ay^2 \) led Euler, Lagrange, and Legendre to the discovery of the quadratic reciprocity law. Here are a few of their main results generalizing the equivalence of conditions 1. – 3. above:

<table>
<thead>
<tr>
<th>congruence</th>
<th>condition</th>
<th>form</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p \equiv 1 \mod 4 )</td>
<td>( x^2 \equiv -1 \mod p )</td>
<td>( p = x^2 + y^2 )</td>
</tr>
<tr>
<td>( p \equiv 1 \mod 3 )</td>
<td>( x^2 \equiv -3 \mod p )</td>
<td>( p = x^2 + 3y^2 )</td>
</tr>
<tr>
<td>( p \equiv \pm 1 \mod 8 )</td>
<td>( x^2 \equiv +2 \mod p )</td>
<td>( p = x^2 + 2y^2 )</td>
</tr>
<tr>
<td>( p \equiv 1, 3 \mod 8 )</td>
<td>( x^2 \equiv -2 \mod p )</td>
<td>( p = x^2 + 2y^2 )</td>
</tr>
</tbody>
</table>

As in the case of two squares above, the equivalence of the first and the second column (for primes not dividing the discriminant) is a consequence of the quadratic reciprocity law, which Euler discovered but could not prove; the special cases needed for the table above were, however, already known to Euler. The equivalence of the second and the third column requires different techniques: while the direction \( 3. \Rightarrow 2. \) is easy to prove (if e.g. \( p = x^2 - 2y^2 \) is an odd prime, then \( x^2 \equiv 2y^2 \mod p \), hence \( 2 \equiv (\frac{x}{y})^2 \mod p \)), the other direction lies deeper: if \( x^2 \equiv 2 \mod p \), then \( p \mid x^2 - 2 \cdot 1^2 \), so it suffices to solve the following

**Problem.** Every odd prime divisor of a number of the form \( x^2 - ay^2 \) (\( a = -1, \pm 2, \pm 3 \)) with coprime integers \( x,y \) again has this form.

Lagrange attacked this problem by observing that certain forms can be transformed into each other; transforming forms with large coefficients into forms with small coefficients is the essence of Lagrange’s theory of reduction.

### 1.1. The Action of the Modular Group

Where the group of \( 2 \times 2 \)-matrices with integral coefficients and determinant 1 enters the stage as an actor on quadratic forms with given discriminant.

Consider the quadratic form \( Q = (2, 2, 1) \) with discriminant \( \Delta = -4 \). The identity \( Q(x, y) = 2x^2 + 2xy + y^2 = (x+y)^2 + y^2 \) implies that \( Q = (2, 2, 1) \) and \( Q' = (1, 0, 1) \) represent exactly the same integers. In fact, we have \( Q(x, y) = Q'(x+y, y) \) and \( Q'(x, y) = Q(x, y-x) \). Forms that can be transformed into each other by transformations similar to the one above will be called equivalent; the proper definition uses the *special linear group* (also called the *modular group*; it is connected with modular forms)

\[
\text{SL}_2(\mathbb{Z}) = \left\{ \begin{pmatrix} r & s \\ t & u \end{pmatrix} : r, s, t, u \in \mathbb{Z}, ru - st = +1 \right\}.
\]

For any matrix \( S = (r \ s \ t \ u) \in \text{SL}_2(\mathbb{Z}) \) and a quadratic form \( Q = (A, B, C) \) we define a new quadratic form \( Q' = (A', B', C') \) by putting

\[
Q'(x, y) = Q((x, y)S') = Q(rx + sy, tx + uy),
\]

(1.1)

(\( S' \) is the transpose of \( S \)) and write \( Q' = Q|_S \). A quick calculation shows that \( A', B', C' \) are integers defined by

\[
\begin{align*}
A' &= Ar^2 + Brt + Ct^2, \\
B' &= 2(Ars + Ctu) + B(ru + st), \\
C' &= As^2 + Bsu + C'u^2.
\end{align*}
\]

(1.2)
These equations can also be written in matrix form:
\[
\begin{pmatrix}
A' \\
B' \\
C'
\end{pmatrix} = 
\begin{pmatrix}
r^2 & rt & t^2 \\
2rs & ru + st & 2tu \\
s^2 & su & u^2
\end{pmatrix}
\begin{pmatrix}
A \\
B \\
C
\end{pmatrix}.
\]

**Definition.** Two binary quadratic forms \(Q\) and \(Q'\) are called equivalent (we write \(Q' \sim Q\)) if there exists a matrix \(S \in \text{SL}_2(\mathbb{Z})\) such that \(Q' = Q|_S\). This is an equivalence relation (see Ex. 1Reduction of Binary Quadratic Forms chapter.1.1ExercisesItem.79 – 1Reduction of Binary Quadratic Forms chapter.1.2ExercisesItem.80), and the equivalence class containing \(Q\) will be denoted by \([Q]\). The number of equivalence classes of primitive forms with discriminant \(\Delta\) will be shown to be finite; it is called the class number in the strict sense and will be denoted by \(h^+ (\Delta)\). We will later also introduce a class number \(h(\Delta)\) in the wide (or usual) sense, and show that \(h(\Delta) = h^+(\Delta)\) for negative discriminants. For this reason, we will denote the class number in the strict sense also by \(h(\Delta)\) if \(\Delta < 0\).

The most important transformation operations are the following:

- The shift operation using the matrix \(T = T_n = \left( \begin{smallmatrix} 1 & n \\ 0 & 1 \end{smallmatrix} \right)\); for \(Q = (A, B, C)\) we find \(Q' = Q|_T = (A, B + 2An, C')\) for \(C' = An^2 + Bn + C = Q(n, 1)\). The shift operation is used to reduce the middle coefficient \(B\) modulo \(2A\).
- The flip \(S = \left( \begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix} \right)\) transforms \(Q = (A, B, C)\) into \(Q' = Q|_S = (C, -B, A)\).

In particular we have the relations \((A, -A, C) \sim (A, A, C)\) (shift by \(n = -1\)) and \((A, -B, A) \sim (A, B, A)\) (flip). In general, however, it is not true that \((A, -B, C) \sim (A, B, C)\), although both forms represent the same integers.

For studying the representation of integers by forms it seems more natural to call two forms equivalent if they can be transformed into each other by matrices in

\[
\text{GL}_2(\mathbb{Z}) = \left\{ \begin{pmatrix} r & s \\ t & u \end{pmatrix} \mid r, s, t, u \in \mathbb{Z}, ru - st = \pm 1 \right\}.
\]

Such a notion of equivalence was used by Lagrange and Legendre; Gauss almost apologized for replacing it by \(\text{SL}_2(\mathbb{Z})\)-equivalence, but promised that the reason for doing so would become clear eventually.

**Remark.** Clearly, the identity matrix \(I = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right)\) acts trivially on quadratic forms; but so does its negative, \(-I = \left( \begin{smallmatrix} -1 & 0 \\ 0 & -1 \end{smallmatrix} \right)\). For this reason, we often consider the projective special linear group \(\text{PSL}_2(\mathbb{Z}) = \text{SL}_2(\mathbb{Z})/\langle \pm I \rangle\). Its elements are represented by matrices \(M \in \text{SL}_2(\mathbb{Z})\), but we identify the matrices \(M\) and \(-M\). Observe that \(S^2 = -I\) for \(S = \left( \begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix} \right)\), hence \(S\) has order 4 in \(\text{SL}_2(\mathbb{Z})\), but order 2 in \(\text{PSL}_2(\mathbb{Z})\).

Having defined the notion of equivalence of forms, there are a couple of questions that immediately suggest themselves:

1. What can we say about the number of equivalence classes?
2. Given two forms \(Q\) and \(Q'\), how can we decide in finitely many steps whether they are equivalent or not?
3. Given two equivalent forms \(Q\) and \(Q'\), how can we determine a matrix \(S \in \text{SL}_2(\mathbb{Z})\) with \(Q' = Q|_S\)?

The key to answering these questions is the theory of reduction, which will be discussed in the next section. First, however, we will add some more Linear Algebra to our toolbox.

---

2 The \(3 \times 3\)-matrix occurring in (1.3) has interesting properties; see e.g. Exer. 1Reduction of Binary Quadratic Forms chapter.1.13ExercisesItem.93. We also remark that the matrix occurs as an automorph of a certain ternary quadratic form.

3 This version of equivalence is called equivalence in the strict sense; Gauss called two such forms properly equivalent. Later we will also introduce equivalence in the wide sense.
Some more Linear Algebra.

Linear algebra is an important tool that helps us understand certain aspects of quadratic forms. To every form $Q = (A, B, C)$ we can attach symmetric matrices

$$M(Q) = \begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix} \quad \text{and} \quad m(Q) = \frac{1}{2}M(Q) = \begin{pmatrix} A & B/2 \\ B/2 & C \end{pmatrix}.$$

The advantage of using $M(Q)$ is mainly typographical, because there are no fractions involved if $Q$ has integral coefficients. On the other hand, $m(Q)$ is often more natural; for example, we have

- $4Q(x, y) = (x, y)M(Q)\left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right)$, but $Q(x, y) = (x, y)m(Q)\left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right)$.

The following facts can be checked in a straightforward manner:

- $\text{disc} \ Q = -\det M(Q) = -4\text{disc} \ m(Q)$.
- The matrix $M(Q|_S)$ attached to the quadratic form $Q' = Q|_S$ is given by
  $$M(Q|_S) = S'M(Q)S$$
  (here $S'$ denotes the transpose of the matrix $S$):

  $$S'M(Q)S = \begin{pmatrix} r & t \\ s & u \end{pmatrix} \begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix} \begin{pmatrix} r & t \\ s & u \end{pmatrix} = \begin{pmatrix} 2Ar + Bt & 2As + Bu \\ Br + 2Ct & Bs + 2Cu \end{pmatrix}$$

  $$\begin{pmatrix} 2Ar^2 + 2Brt + 2Ct^2 & 2Ars + 2Ctu + B(ru + st) \\ 2Ars + 2Ctu + B(ru + st) & 2As^2 + 2Bus + 2Cu^2 \end{pmatrix}$$

- This implies that
  $$\text{disc} \ Q' = -\det M(Q|_S) = -(\det S)^2 \det M(Q) = (\det S)^2 \text{disc} \ Q,$$

  and since $S \in \text{SL}_2(\mathbb{Z})$ has determinant 1, we conclude that $\text{disc} \ Q' = \text{disc} \ Q$: the discriminant of a form is invariant under the action of $\text{SL}_2(\mathbb{Z})$.
- We also have $M(Q|_{ST}) = (ST)^*M(Q)ST = T'S'M(Q)ST$, hence $Q|_{ST} = (Q|_S)|_T$: this is usually expressed by saying that $\text{SL}_2(\mathbb{Z})$ acts on quadratic forms from the right.

We can now give a simple proof for

**Proposition 1.1.** Let $Q = (A, B, C)$ be a quadratic form, $S = \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right)$ an element of the modular group $\text{SL}_2(\mathbb{Z})$, and $Q' = (A', B', C') = Q|_S$. Then

1. $\text{disc} \ Q = \text{disc} \ Q'$.
2. $\gcd(A, B, C) = \gcd(A', B', C')$.
3. If $\Delta < 0$, then $A$ and $A'$ have the same sign.
4. $Q(x, y) = Q'(u, v)$, where $\left(\begin{smallmatrix} u \\ v \end{smallmatrix}\right) = S^{-1}\left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right)$.
5. $Q$ and $Q'$ represent exactly the same integers.
6. $Q$ and $Q'$ represent exactly the same integers primitively.

**Proof.**
1. We already proved this.
2. From (1.1The Action of the Modular Group)equation.1.1.1 it is clear that $\gcd(A, B, C) | \gcd(A', B', C')$. Since $Q = Q'|_{S^{-1}}$, we also have $\gcd(A', B', C') | \gcd(A, B, C)$, and this implies the claim.
3. Assume that $\Delta = B^2 - 4AC < 0$. Then $4AA' = 4A^2r^2 + 4ABrt + 4ACt^2 = (2Ar + Bt)^2 - \Delta t^2 > 0$, with equality if and only if $r = t = 0$. But this would imply $\det S = 0$, hence $AA' > 0$. 


4. Write $M = M(Q)$; then $4n = (x, y)M \left( \frac{a}{b}, \frac{c}{d} \right)$. Since $M(Q \mid S) = S'MS$, we find that $4n = 4Q \mid S(u, v) = (u, v)S'MS \left( \frac{a}{b}, \frac{c}{d} \right)$ for the vector $\left( \frac{a}{b}, \frac{c}{d} \right)$.

5. Assume that $n = Q(x, y)$ for integers $x, y$. Since $S \in SL_2(\mathbb{Z})$, we have $S^{-1} \in SL_2(\mathbb{Z})$ as well, and this means that $u$ and $v$ are integers.

6. From $\left( \frac{u}{v} \right) = S^{-1} \left( \frac{x}{y} \right)$ we get $gcd(x, y) \mid gcd(u, v)$, and the relation $gcd(u, v) \mid gcd(x, y)$ follows from symmetry.

This completes the proof.

Example 1. $Q(x, y) = x^2 + y^2$ represents $5 = 2^2 + 1^2$. With $S = \left( \begin{array}{cc} \frac{3}{1} & \frac{1}{1} \\ \frac{1}{1} & \frac{1}{1} \end{array} \right)$ we have found $Q \mid S(x, y) = 5x^2 + 6xy + 2y^2$. Now $S^{-1} = \left( \begin{array}{cc} 1 & -1 \\ -1 & 2 \end{array} \right)$, hence $S^{-1} \left( \frac{3}{1} \right) = \left( \frac{1}{1} \right)$, and indeed we have $Q \mid S(1, 0) = 5$.

Example 2. The forms $Q = (1, 0, 5)$ and $Q' = (2, 2, 3)$ both have discriminant $\Delta = -20$; they are not equivalent, since the first form represents 1, whereas the second does not: $1 = 2x^2 + 2xy + 3y^2$ leads to $2 = (2x + y)^2 + 5y^2$, which is impossible in integers.

Even more Linear Algebra

There is a second and perhaps less intuitive way of associating a matrix to a quadratic form (which, however, will turn out to be completely natural within the context of quadratic number fields): for each quadratic form $Q = (A, B, C)$ we set

$$\beta = \begin{cases} \frac{B}{2} & \text{if } \Delta = 4m, \\ \frac{1+B}{2} & \text{if } \Delta = 4m + 1, \end{cases}$$

and define $\beta'$ by $\beta + \beta' = \sigma$, where $\sigma \in \{0, 1\}$ is determined by $\Delta = 4m + \sigma$. Then we set

$$\mu(Q) = \begin{pmatrix} \beta' & -C \\ A & \beta \end{pmatrix}. \quad (1.4)$$

It is easily checked that $Tr \mu(Q) = \sigma$ and $det \mu(Q) = -m$, so $\mu(Q)$ satisfies (by Cayley-Hamilton) the equation $\mu(Q)^2 = \sigma \mu(Q) + mI$, where $I = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right)$ is the $2 \times 2$-identity matrix. Thus $\mu(Q)$ is a root of the quadratic polynomial $X^2 - \sigma X - m = Q_0(X, -1)$, where $Q_0$ is the principal form with discriminant $\Delta = 4m + \sigma$.

The connection between the matrices $m(Q)$ and $\mu(Q)$ attached to a binary quadratic form $Q$ with discriminant $\Delta$ can be expressed by the simple formulas

$$m(Q) = J(\mu(Q) - \frac{\Delta}{4} I), \quad \mu(Q) = J'm(Q) + \frac{\Delta}{4} I, \quad (1.5)$$

where $J = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)$ and $J' = J^{-1} = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)$. The action of $SL_2(\mathbb{Z})$ on the form $Q$ induces actions on the associated matrices; we already know that $m(Q \mid S) = S'm(Q)S$, and this implies

$$J(\mu(Q \mid S) - \frac{\Delta}{4} I) = m(Q \mid S) = S'm(Q)S = S'J(\mu(Q) - \frac{\Delta}{4} I)S.$$ 

Applying $S'J = JS^{-1}$, we find

$$\mu(Q \mid S) = S^{-1} \mu(Q)S. \quad (1.6)$$

Two integral $2 \times 2$-matrices $M$ and $M_1$ are called similar if $M_1 = S^{-1} MS$ for some $S \in SL_2(\mathbb{Z})$. The set $\{M\}$ of all matrices $S^{-1} MS$ with $S \in SL_2(\mathbb{Z})$ is called the similarity class of $M$.

The characteristic polynomial of a matrix $M$ is the polynomial $f_M(X) = det(XI - M)$. A simple calculation shows that the characteristic polynomial of $M = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$ is given by the
monic quadratic polynomial $f_M(X) = X^2 - (a + d)X + ad - bc = X^2 - \text{Tr}(M)X + \det M$. Since the trace and the determinant of a matrix only depend on the similarity class $\{M\}$ of $M$, the characteristic polynomial of $M$ is an invariant of $\{M\}$.

Let us now consider the similarity classes of matrices $\mu = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})$ with characteristic polynomial $f(X) = Q_0(X, -1)$. Then $a + d = \sigma$ and $ad - bc = -m$. Setting $A(\mu) = J(\mu - \frac{\sigma}{2} I)$ we find that the symmetric matrix $A(\mu)$ corresponds to the quadratic form $Q = (c, d - a, -b)$ with discriminant $(d-a)^2 + 4bc = (d+a)^2 - 4(ad-bc) = 4m + \sigma = \Delta$ (observe that $Q$ is positive definite if and only if $\Delta < 0$ and $c > 0$). Since $A(S^{-1} \mu S) = S^t A(\mu) S$, similar matrices get mapped to equivalent matrices, which in turn are attached to equivalent forms.

Thus $A$ maps similarity classes to equivalence classes and has an inverse, and we have proved the following:

**Theorem 1.2.** There is a bijection between the set $\text{Cl}(\Delta)$ of equivalence classes of primitive quadratic forms with discriminant $\Delta$ and the set of similarity classes of matrices $\mu = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})$ with characteristic polynomial $f(X) = Q_0(X, -1)$; if $\Delta < 0$, we also have to assume $c > 0$.

**Example.** The similarity classes of integral $2 \times 2$-matrices with characteristic polynomial $f(X) = X^2 - X + 6$ (observe that $\Delta = -23$ and $m = -6$) are given by

$$
\begin{pmatrix} 0 & -6 \\ 1 & 1 \end{pmatrix}, \quad \begin{pmatrix} 1 & -3 \\ 2 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & -3 \\ 2 & 1 \end{pmatrix}.
$$

These correspond to the equivalence classes of the forms $(1, 1, 6), (2, -1, 3)$ and $(2, 1, 3)$.

**Summary**

Using the notion of equivalence, we can state the results proved above as follows:

- Equivalent forms represent the same integers (primitively).
- Equivalent forms have the same discriminant.
- If $Q$ is primitive and equivalent to $Q'$, then $Q'$ is primitive.
- The leading coefficients of equivalent forms with negative discriminant have the same sign.

### 1.2. Lagrange Reduction

Where we will study the action of $\text{SL}_2(\mathbb{Z})$ on quadratic forms with discriminant $\Delta$, and show that the number of equivalence classes is finite.

The main question behind the idea of reduction is simple: is there a more or less “canonical” representative of each equivalence class? Lagrange found that the answer is yes for positive definite quadratic forms, and he did so by finding a form $Q'$ equivalent to a given form $Q$ with the property that its coefficients are as small as possible. It turns out that the minimal possible value of $A$ for all forms $(A, B, C)$ in a given equivalence class is connected with the smallest integer represented by the forms in this class:

**Lemma 1.3.** *If the integer $n$ is represented primitively by a form $Q$, then $Q \sim Q' = (A', B', C')$ for a form $Q'$ with first coefficient $A' = n$.*

**Proof.** We need to find a matrix $S = (\begin{smallmatrix} s & t \\ u & v \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z})$ such that $n = A' = Ar^2 + Brt + Ct^2$. We know that $Q$ primitively represents $n$, i.e., that there exist coprime integers $r, t$ with $n = Ar^2 + Brt + Ct^2$. By Bezout, there exist integers $s, u$ with $ru - st = 1$. But now $S = (\begin{smallmatrix} s & t \\ u & v \end{smallmatrix})$ has the desired properties. $\square$
Among the forms in a given equivalence class, pick a form \( Q = (A, B, C) \) with minimal \(|A|\). Applying the matrix \( S = \left( \frac{1}{\sqrt{2} \sqrt{2}} \right) \in SL_2(\mathbb{Z}) \) we get \( Q|_{S} = (A, B + 2sA, C') \) for \( C' = Q(s, 1); \) this allows us to change \( B \bmod 2A \), and by picking a suitable integer \( s \) we find a form \( Q' = (A, B', C') = Q|_{S} \) with \(|B'| \leq |A|\). By the choice of \( A \) we also have \(|A| \leq |Q'(0, 1)| = |C'|\). We have proved

**Proposition 1.4.** Every equivalence class of binary quadratic forms contains a form \((A, B, C)\) with \(|B| \leq |A| \leq |C|\).

A form \( Q = (A, B, C) \) is called Lagrange-reduced if \(|B| \leq |A| \leq |C|\). We have just shown that every form is equivalent to a Lagrange-reduced form.

The proof given above is an existence proof, which can easily be transformed into a constructive proof. Given a quadratic form \( Q = (A, B, C) \) with discriminant \( \Delta = B^2 - 4AC \), we use a suitable matrix \( S = \left( \frac{1}{\sqrt{2} \sqrt{2}} \right) \) to reduce \( B \mod 2A \), then flip the resulting form using \( T = \left( \frac{1}{\sqrt{2} \sqrt{2}} \right) \), and reduce the middle coefficient of this new form using another matrix of the form \( S = \left( \frac{1}{\sqrt{2} \sqrt{2}} \right) \). Since reduction is always followed by a flip (except near the end of the reduction process), we may as well apply \( R_{n} = ST = \left( \frac{1}{\sqrt{2} \sqrt{2}} \right) \) repeatedly.

For reducing the quadratic form \( Q = (A, B, C) \), we put \( Q' = (A', B', C') = Q|_{T} \) and find \( Q' = (An^2 - Bn + C, 2An - B, A) \). We choose \( n \) in such a way that \(|B'| \) becomes as small as possible, i.e., with \(|2An - B| \leq |A|\). With this choice of \( s \), we will always have \(|B'| \leq |C'|\). Now we claim that \(|B'| < |B|\) except when \(|B| \leq |A|\): In fact, if \(|B| > |A|\) then Euclidean division provides us with an integer \( n \) such that \(|B'| = |B - 2An| < |B|\). Since the natural number \(|B|\) cannot decrease indefinitely, after finitely many steps we must reach a form \( Q = (A, B, C) \) with \(|B| \leq |C|\) and \(|B| \leq |A|\). Then \( Q \) is Lagrange-reduced except when \(|C| \leq |A|\), in which case \( Q|_{T} = (C, -B, A) \) is Lagrange-reduced.

Our next result shows that there are only finitely many equivalence classes of forms with discriminant \( \Delta \):

**Proposition 1.5.** The coefficients of a Lagrange-reduced form \( Q = (A, B, C) \) satisfy the inequalities\(^4\)

\[
|B| \leq \sqrt{\frac{\Delta}{3}}, \quad |A| \leq \sqrt{\frac{-\Delta}{3}}, \quad |C| \leq \frac{1 - \Delta}{4} \quad \text{if } \Delta < 0, \text{ and}
\]
\[
|B| \leq \sqrt{\frac{\Delta}{5}}, \quad |A| \leq \sqrt{\frac{\Delta}{2}}, \quad |C| \leq \frac{\Delta}{4} \quad \text{if } \Delta > 0.
\]

\(^4\)For storing quadratic forms \( Q = (A, B, C) \) with fixed discriminant \( \Delta = B^2 - 4AC \) it is sufficient to keep track of \( A \) and \( B \), since \( C \) can easily be computed via \( C = \frac{B^2 - \Delta}{4A} \) whenever it is needed. Note that, for reduced forms \((A, B, C)\), the coefficient \( C \) can have up to twice as many digits as \( A \) and \( B \).
These bounds can be improved somewhat in the indefinite case:

**Proposition 1.6.** Every indefinite primitive form is equivalent to a form \( Q = (A, B, C) \) with \( 0 \leq B \leq |A| \leq |C| \), and \( AC < 0 \), where either \( Q \sim (1, 1, -1) \) or \( |A| \leq \sqrt{\Delta/8} \).

**Proof.** We have already shown the first part of the claim. Assume now that \( A \) is an integer represented by \( Q \) with minimal \( |A| \). Assume moreover that \( A > 0 \) (the case \( A < 0 \) is similar). Then \( C < 0 \), and since \( Q(1, 1) = A + B + C \) and \( Q(1, -1) = A - B + C \), the minimality of \( |A| \) shows that \( A + B + C \geq A \) or \( A + B + C \leq -A \).

In the first case, \( B + C \geq 0 \) and \( B \leq C \) imply \( B = -C \), and \( B \leq A \leq -C \) shows that \( A = B \). Since the form is primitive, we must have \( Q \sim (1, 1, -1) \).

In the second case, \( 2A + B \leq -C \), hence \( \Delta = B^2 + 4A(-C) \geq B^2 + 4A(2A + B) \geq 8A^2 \) as claimed. \( \square \)

Using the bounds in Prop. 1.5lemmacount.1.5 it is easy to list all Lagrange-reduced quadratic forms with small discriminant. For finding all reduced forms with discriminant \( \Delta = -4 \cdot 65 \), we first observe that \( |B| \leq \sqrt{-\Delta/5} < 10 \) and \( B \equiv \Delta \equiv 0 \mod 2 \). Now for each \( B \) with \( -8 \leq B \leq 8 \) we compute \( AC = B^2 - \Delta/4 \) and determine all possible factorizations with \( |B| \leq A \leq C \). This way we find

- \( B = 0 \), \( AC = 65 \), so \( Q = (1, 0, 65), (5, 0, 13) \);
- \( B = \pm 2 \), \( AC = 66 \), so \( Q = (2, \pm 2, 33), (3, \pm 2, 22), (6, \pm 2, 11) \);
- \( B = \pm 4 \), \( AC = 69 \); here we find no forms, since e.g. \( (3, 4, 23) \) is not reduced;
- \( B = \pm 6 \), \( AC = 74 \); no reduced forms here;
- \( B = \pm 8 \), \( AC = 81 \), hence \( Q = (9, \pm 8, 9) \).

Thus the Lagrange-reduced primitive forms with discriminant \( \Delta = -4 \cdot 65 \) are \( (1, 0, 65), (5, 0, 13), (2, \pm 2, 33), (3, \pm 2, 22), (6, \pm 2, 11) \), and \( (9, \pm 8, 9) \).

Table 1.1 Lagrange-reduced Forms with Small Discriminant table 1.1 contains the results (for negative discriminants we only have considered positive definite forms) for discriminants \(-16 \leq \Delta \leq 21 \).

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>Lagrange-reduced forms</th>
<th>( \Delta )</th>
<th>Lagrange-reduced forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-3)</td>
<td>((1, \pm 1, 1))</td>
<td>(5)</td>
<td>((1, \pm 1, -1), (-1, \pm 1, 1))</td>
</tr>
<tr>
<td>(-4)</td>
<td>((1, 0, 1))</td>
<td>(8)</td>
<td>((1, 0, -2), (-1, 0, 2))</td>
</tr>
<tr>
<td>(-7)</td>
<td>((1, \pm 1, 2))</td>
<td>(12)</td>
<td>((1, 0, -3), (-1, 0, 3))</td>
</tr>
<tr>
<td>(-8)</td>
<td>((1, 0, 2))</td>
<td>(13)</td>
<td>((1, \pm 1, -3), (-1, \pm 1, 3))</td>
</tr>
<tr>
<td>(-11)</td>
<td>((1, \pm 1, 3))</td>
<td>(17)</td>
<td>((1, \pm 1, -4), (-1, \pm 1, 4),)</td>
</tr>
<tr>
<td>(-12)</td>
<td>((1, 0, 3), (2, \pm 2, 2))</td>
<td>((\pm 2, 1, \mp 2), (\pm 2, -1, \mp 2))</td>
<td></td>
</tr>
<tr>
<td>(-15)</td>
<td>((1, \pm 1, 4), (2, \pm 1, 2))</td>
<td>(20)</td>
<td>((1, 0, -5), (-1, 0, 5), (2, \pm 2, -2))</td>
</tr>
<tr>
<td>(-16)</td>
<td>((1, 0, 4), (2, 0, 2))</td>
<td>(21)</td>
<td>((1, \pm 1, -5), (-1, \pm 1, 5))</td>
</tr>
</tbody>
</table>

**Remark 1.** The bound for \( |A| \) in Prop. 1.5lemmacount.1.5 is best possible for \( \Delta < 0 \) since we find \( |A| \leq 1 \) for the “minimal” discriminant \( \Delta = -3 \). The corresponding bound for \( \Delta > 0 \) would be \( |A| \leq \sqrt{\Delta/5} \), which would give \( |A| \leq 1 \) for the minimal positive discriminant \( \Delta = 5 \). This inequality fails for the form \((2, 1, -2)\) with discriminant \( \Delta = 17 \), however. On the other hand it is possible to prove that each equivalence class contains a Lagrange reduced form \((A, B, C)\) with \( |A| \leq \sqrt{\Delta/5} \).

**Remark 2.** It is easy to verify that some of the reduced forms in Table 1.1 Lagrange-reduced Forms with Small Discriminant table 1.1 are equivalent; for example, shifting by
1.3. Representations by Quadratic Forms

Where we deduce a few classical results on the representation of primes by certain quadratic forms.

Let us now investigate the primes represented by a given quadratic form. Since discriminants satisfy $\Delta = B^2 - 4AC \equiv B^2 \equiv 0, 1 \pmod{4}$, every discriminant has the form $\Delta = -4m$ or $\Delta = 1 - 4m$ for some integer $m \in \mathbb{Z}$. The form

$$Q_0 = \begin{cases} 
(1, 0, m) & \text{if } \Delta = -4m, \\
(1, 1, m) & \text{if } \Delta = 1 - 4m 
\end{cases} \quad (1.7)$$

has discriminant $\Delta$ and is Lagrange reduced; it is called the principal form with discriminant $\Delta$.

**Lemma 1.7.** For a discriminant $\Delta$, the following statements are equivalent:

1. $p \mid Q_0(a, b)$ for a pair of coprime integers $a, b$.
2. $(\frac{\Delta}{p}) \neq -1$.
3. There is a quadratic form $Q = (p, B, C)$ with discriminant $\Delta$.
4. There is a quadratic form $Q$ with discriminant $\Delta$ that primitively represents $p$.

**Proof.** Observe that 3. $\implies$ 4. is trivial since $Q(1, 0) = p$ for the form $Q = (p, B, C)$. For the other claims, we first give the proof for odd primes, and then for $p = 2$.

1. $p$ is odd.
   - 1. $\implies$ 2. Assume that $p \mid Q_0(a, b)$ for a pair of coprime integers $a, b$. If $m \equiv 1 \pmod{4}$, $4Q_0(a, b) = (2a + b)^2 - mb^2$. Thus $a^2 \equiv mb^2 \pmod{p}$ or $(2a + b)^2 \equiv mb^2 \pmod{p}$ according as $\Delta = 4m$ or $\Delta = 4m + 1$. We must have $p \not\mid b$ since otherwise $p \mid a$ and $p \mid \gcd(a, b)$; this implies $(\frac{m}{p}) = (\frac{1}{p}) = 1$ if $p \nmid m$, and $(\frac{\Delta}{p}) = 0$ otherwise.
   - 2. $\implies$ 3. Let us first consider the case $p \mid \Delta$ and write $\Delta = pb$; then $\Delta \equiv 1 \pmod{4}$ implies $p \equiv b \pmod{4}$, hence $p - b = 4C$. Now $Q = (p, p, C)$ is a form with discriminant $p^2 - 4pC = p(p - 4C) = pb = \Delta$.
     
     Now assume that $(\frac{\Delta}{p}) = +1$. Since $\Delta$ is a square mod $p$ and mod 4, there is an integer $B$ such that $\Delta \equiv B^2 \pmod{4p}$. With $C = \frac{B^2 - \delta}{4p}$, the form $Q = (p, B, C)$ has discriminant $B^2 - 4pC = \Delta$.
   - 4. $\implies$ 1. Assume that $Q$ represents $p$, that is, $p = Ax^2 + Bxy + Cy^2$ for (necessarily coprime) integers $x, y$. If $p \mid \Delta$, then $\Delta \equiv B^2 \pmod{p}$, and the claim follows. If $p \nmid \Delta$, then $4Ap = 4A^2x^2 + 4ABxy + 4ACy^2 = (2Ax + By)^2 - \Delta y^2$. Reduction modulo $p$ gives $\Delta y^2 \equiv (2Ax + By)^2 \pmod{p}$. Next $p \nmid y$: otherwise we would also have $p \mid 2Ax$; since $\gcd(x, y) = 1$, this implies $p \mid 2A$, which we have excluded here. Thus $\Delta \equiv ((2Ax + By)/y)^2 \pmod{p}$.

2. $p = 2$. 

$s = 1$ shows that $(1, -1, c) \sim (1, 1, c)$. We will deal with the problem of finding all equivalence classes of forms of a given negative discriminant in Section 1.4. Reduction of Positive Definite Forms section.1.4, and discuss the related problem for positive discriminants in Section 1.5. Indefinite Forms; Zagier Reduction section.1.5 below; in the next section we would like to show that the concept of reduction already allows us to prove several classical results on quadratic forms in a very simple way.
• 1. \implies 2. The claim \((\frac{\Delta}{p}) \neq -1\) is trivial if \(\Delta = 4m\). If \(\Delta = 4m + 1\) and \(Q_0(a, b) = a^2 + ab - mb^2\) is even for coprime integers \(a, b\), then \(b\) must be odd, and we find 
\[4Q_0(a, b) = (2a + b)^2 - \Delta b^2 \equiv 0 \mod 8.\] Since \(b\) is odd, we have \(b^2 \equiv 1 \mod 8\), and this implies \(\Delta \equiv (2a + b)^2 \equiv 1 \mod 8\), that is, \((\frac{\Delta}{p}) = +1\).

• 2. \implies 3. If \(2 \mid \Delta\), then \(\Delta = 4m\). If \(m\) is odd, write \(m = 1 - 2C\) and take \((2, 2, C)\).

If \(m = 2C\) is even, take \((2, 0, C)\). If \(\Delta \equiv 1 \mod 8\), then \(C = \frac{1-\Delta}{8}\) is an integer. But then \(Q = (2, 1, C)\) has discriminant \(1 - 8C = \Delta\).

• 4. \implies 1. If \(p \mid A\), then \(B\) must be odd, hence \(\Delta \equiv B^2 \equiv 1 \mod 8\) and thus \((\frac{\Delta}{p}) = +1\). If \(p \nmid A\), then \(8A = (2Ax + By)^2 - \Delta y^2\). Now \(2 \mid y\) would imply \(4 \mid 2Ax\), that is, \(2 \mid Ax\); but this contradicts our assumptions. Thus \(y^2 \equiv 1 \mod 8\), and we find \(\Delta \equiv (2Ax + By)^2 \equiv 1 \mod 8\) as desired.

The proof is now complete. \(\square\)

It is not necessarily true that the form representing \(p\) (in Lemma 1.7lemmacount.1.7.3 and 1.7lemmacount.1.7.4) is primitive; for example, \(2\) is represented by the non-primitive form \(2x^2 + 2y^2\) with discriminant \(\Delta = -16\), but it is not represented by the unique primitive reduced form with \(\Delta = -16\), namely \(Q = (1, 0, 4)\).

This cannot happen for squarefree discriminants: in fact, if \(Q = (p, B, C)\) is not primitive, then \(B = pB'\) and \(C = pC'\); this implies \(\Delta = B^2 - 4pC = p^2 \Delta'\) for the discriminant \(\Delta' = (B')^2 - 4C'\).

The discriminants \(\Delta\) with the property that every form with discriminant \(\Delta\) is primitive are called fundamental. It is easy to see that a discriminant is fundamental if and only if it cannot be written in the form \(\Delta = n^2 \Delta'\) for some integer \(n > 1\) and a discriminant \(\Delta'\). In fact, if \((A, B, C)\) is not primitive and \(gcd(A, B, C) = n > 1\), then writing \(A = na, B = nb, C = nc\) shows that \(\Delta = B^2 - 4AC = n^2(b^2 - 4ac) = n^2 \Delta'\), where \(\Delta'\) is the discriminant of \((a, b, c)\).

**Lemma 1.8.** A discriminant \(\Delta\) is fundamental if and only if

\[
\Delta = \begin{cases} 
4m & \text{for } m \equiv 2, 3 \mod 4, \\
m & \text{for } m \equiv 1 \mod 4 
\end{cases}
\]

with \(m\) squarefree.

**Proof.** Clearly \(\Delta = 4m\) is fundamental in the first case since \(\Delta' = m\) is not a discriminant (discriminants are \(\equiv 0, 1 \mod 4\)); in the second case this is completely obvious.

Assume therefore that \(\Delta\) is fundamental. If \(p\) is a prime with \(p^2 \mid \Delta\), then \(p = 2\) since otherwise \(\Delta = p^2 \Delta'\) for some discriminant \(\Delta'\). If \(\Delta = 4m\), then \(4 \mid m\) since otherwise \(m\) is a discriminant; moreover \(m \neq 1 \mod 4\) for the same reason. \(\square\)

We now have the following powerful

**Proposition 1.9.** If \((\frac{\Delta}{p}) \neq -1 \text{ for some prime } p\), then \(p\) is represented by some Lagrange-reduced form with discriminant \(\Delta\).

**Proof.** By Lemma 1.7lemmacount.1.7, there is a form \(Q = (p, B, C)\) that represents \(p\). Since \(Q\) and \(Q|_S\) represent the same numbers, \(p\) is also represented by \(Q|_S\) for any \(S \in \text{SL}_2(\mathbb{Z})\). In particular, \(p\) is represented by some reduced form with discriminant \(\Delta\). \(\square\)

As a direct corollary we obtain a classical result:

**Corollary 1.10.** If \(m\) divides a sum of two coprime squares, then \(m\) itself can be written as a sum of two squares.
Proof. From $m \mid x^2 + y^2$ we find $(\frac{m}{x})^2 \equiv -1 \mod m$; thus $-1$ is a square modulo every prime $p$ dividing $m$. By Prop. 1.9lemmacount.1.9, $p$ is represented by some reduced form with discriminant $-4$. Since $Q = (1, 0, 1)$ is the only such form, $p$ is a sum of two squares. The product formula $(x^2 + y^2)(z^2 + w^2) = (xz - yw)^2 + (xw + yz)^2$ now shows that $m$ is a sum of two squares. \hfill \square

Here are some more examples that show the power of this result.

- $\Delta = -4$: there is only one reduced form $Q = (1, 0, 1)$, and we conclude that primes $p \equiv 1 \mod 4$ have the form $p = x^2 + y^2$.
- $\Delta = -3$: the only reduced form is $Q = (1, 1, 1)$, hence every prime $p \equiv 1 \mod 3$ has the form $p = x^2 + xy + y^2$.
- $\Delta = -20$: there are two reduced forms, namely $x^2 + 5y^2$ and $2x^2 + 2xy + 3y^2$. Every prime $p \equiv 1, 3, 7, 9 \mod 20$ (these are exactly the odd primes $p \not\mid 20$ with $(\frac{\Delta}{p}) = +1$) is represented by one of these forms. We can even say exactly which primes are represented by each of these forms: if $p = x^2 + 5y^2$, then $p \equiv x^2 + y^2 \equiv 1 \mod 4$, and if $p = 2x^2 + 2xy + 3y^2$, then $y$ is odd, hence $p = 2x(x + y) + 3y^2 \equiv 3 \mod 4$ because $x(x + y)$ is even and $y^2 \equiv 1 \mod 4$. Thus the primes $p \equiv 1, 9 \mod 20$ are represented by the principal form $x^2 + 5y^2$, whereas the primes $p \equiv 3, 7 \mod 20$ are represented by $2x^2 + 2xy + 3y^2$.
- $\Delta = 5$: There is only one equivalence class (all four reduced forms are obviously equivalent), hence every prime $p \equiv \pm 1 \mod 5$ is represented by the form $x^2 + xy - y^2$.
- $\Delta = 8$: since $(1, 0, -2) \sim (-1, 0, 2)$ by Exercise 1Reduction of Binary Quadratic Formschapter.1.8ExercisesItem.88, every prime $p \equiv \pm 1 \mod 8$ is represented by the form $x^2 - 2y^2$.
- $\Delta = 12$: by Exercise 1Reduction of Binary Quadratic Formschapter.1.8ExercisesItem.88, the classes of the forms $(1, 0, -3)$ and $(-1, 0, 3)$ are distinct. This implies that $p = x^2 - 3y^2$ for primes $p \equiv 1 \mod 12$, and $p = -x^2 + 3y^2$ (or $-p = x^2 - 3y^2$) for $p \equiv -1 \mod 12$.
- $\Delta = 20$: from Exercise 1Reduction of Binary Quadratic Formschapter.1.8ExercisesItem.88 we find that $(-1, 0, 5) = (1, 0, -5)iS$ for $S = (\frac{1}{2}, -\frac{1}{2})$. Thus every prime $p \equiv \pm 1 \mod 5$ is represented by the form $x^2 - 5y^2$.

Let us briefly recall how we proved these results: if $p$ is a prime with $(\frac{\Delta}{p}) \neq -1$, then $p$ is represented by some quadratic form with discriminant $\Delta$. Since equivalent forms represent the same integers and have the same discriminant, $p$ is also represented by some reduced form with discriminant $\Delta$.

1.4. Reduction of Positive Definite Forms

Where we show that each class of equivalent positive definite primitive forms contains a unique reduced form, and explain how to compute class numbers.

The reduction theory of binary quadratic forms with negative discriminant differs considerably from that of positive discriminant. In this section we will deal with the simpler case of positive definite forms.

Thus we will assume that $Q = (A, B, C)$ has $A > 0$ and $\Delta = B^2 - 4AC < 0$. Such forms are positive definite since $4AQ(x, y) = (2Ax + By)^2 - \Delta y^2$. Moreover, we will only consider primitive forms, that is, forms with $\gcd(A, B, C) = 1$.

We have already seen that every equivalence class of primitive quadratic forms contains a Lagrange-reduced form, and that some classes contain more than one. It turns out that
for positive definite forms it is possible to define the notion of reduced forms in such a way that every class contains exactly one reduced form.

**Definition.** A positive definite primitive form $Q = (A, B, C)$ is called reduced if $A, B, C$ satisfy the following conditions: $Q$ is Lagrange-reduced ($|B| \leq A \leq C$; note that $A > 0$ since $Q$ is positive definite), and $B > 0$ if one of the inequalities is not strict.

The main result is then

**Theorem 1.11.** Every class of primitive positive definite quadratic forms contains a unique reduced form.

Theorem 1.11 states that the class number coincides with the number of reduced primitive forms. The number of reduced forms with discriminant $\Delta$ (including the non-primitive forms) is called the Kronecker class number and will be denoted by $H(\Delta)$.

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$H(\Delta)$</th>
<th>Reduced forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-3$</td>
<td>1</td>
<td>$(1,1,1)$</td>
</tr>
<tr>
<td>$-4$</td>
<td>1</td>
<td>$(1,0,1)$</td>
</tr>
<tr>
<td>$-7$</td>
<td>1</td>
<td>$(1,1,2)$</td>
</tr>
<tr>
<td>$-8$</td>
<td>1</td>
<td>$(1,0,2)$</td>
</tr>
<tr>
<td>$-11$</td>
<td>1</td>
<td>$(1,1,3)$</td>
</tr>
<tr>
<td>$-12$</td>
<td>2</td>
<td>$(1,0,3),(2,2,2)$</td>
</tr>
<tr>
<td>$-15$</td>
<td>2</td>
<td>$(1,1,4),(2,1,2)$</td>
</tr>
<tr>
<td>$-16$</td>
<td>2</td>
<td>$(1,0,4),(2,0,2)$</td>
</tr>
</tbody>
</table>

Table 1.2. Reduced Forms of Small Discriminant

Clearly $H(\Delta) = h(\Delta)$ if $\Delta$ is a fundamental discriminant. Moreover, we have $h(\Delta) = 1$ if and only if $Q_0$ is the only reduced primitive form with discriminant $\Delta$.

If we delete all non-reduced forms (those of type $(a,-a,c)$ or $(a,-b,a)$ for $b > 0$) and all non-primitive forms (such as the form $(2,0,2)$ with discriminant $-16$) from Table 1.1 Lagrange-reduced Forms with Small Discriminant, we get lists of all reduced forms of small discriminant; Tables 1.3 Reduced primitive forms with discriminant $0 \geq \Delta \geq -100$ and 1.4 Reduced primitive forms with discriminant $-100 > \Delta \geq -200$ give such lists of primitive reduced forms for negative discriminants $\geq -200$.

For proving the uniqueness part of Theorem 1.11 we use

**Lemma 1.12** (Legendre’s Lemma). If $Q = (A,B,C)$ is reduced and if $B > 0$, then the three smallest integers primitively represented by $Q$ are $A$, $C$, and $A-B+C$. More precisely, we have $A = Q(\pm 1,0)$, $C = Q(0,\pm 1)$, $A-B+C = Q(\pm 1,\mp 1)$, as well as

\[
Q(x,y) \geq A \quad \text{for } (x,y) \neq (0,0),(\pm 1,0);
\]

\[
Q(x,y) \geq C \quad \text{for } (x,y) \neq (0,0),(\pm 1,0),(0,\pm 1);
\]

\[
Q(x,y) \geq A-B+C \quad \text{for } (x,y) \neq (0,0),(\pm 1,0),(0,\pm 1),(\pm 1,\mp 1).
\]

The assumption $B > 0$ was only made to simplify the statements; if $B$ is negative, the three smallest integers represented primitively by $Q$ are $A$, $C$, and $A+B+C$; this follows at once from the fact that $Q = (A,B,C)$ and $Q' = (A,-B,C)$ represent exactly the same numbers since $Q(x,y) = Q'(x,-y)$.

**Proof.** In order to show that these are the smallest integers represented primitively by $Q$ we have to show that $Q(x,y) \geq A - |B| + C$ for integers $x,y$ with $xy > 1$. We now distinguish three cases:
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<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$h(\Delta)$</th>
<th>reduced forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>1</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>-4</td>
<td>1</td>
<td>(1,0,1)</td>
</tr>
<tr>
<td>-7</td>
<td>1</td>
<td>(1,1,2)</td>
</tr>
<tr>
<td>-8</td>
<td>1</td>
<td>(1,0,2)</td>
</tr>
<tr>
<td>-11</td>
<td>1</td>
<td>(1,1,3)</td>
</tr>
<tr>
<td>-12</td>
<td>1</td>
<td>(1,0,3)</td>
</tr>
<tr>
<td>-15</td>
<td>2</td>
<td>(1,1,4), (2,1,2)</td>
</tr>
<tr>
<td>-16</td>
<td>1</td>
<td>(1,0,4)</td>
</tr>
<tr>
<td>-19</td>
<td>1</td>
<td>(1,1,5)</td>
</tr>
<tr>
<td>-20</td>
<td>2</td>
<td>(1,0,5), (2,2,3)</td>
</tr>
<tr>
<td>-23</td>
<td>3</td>
<td>(1,1,6), (2,±1,3)</td>
</tr>
<tr>
<td>-24</td>
<td>2</td>
<td>(1,0,6), (2,0,3)</td>
</tr>
<tr>
<td>-27</td>
<td>1</td>
<td>(1,1,7)</td>
</tr>
<tr>
<td>-28</td>
<td>1</td>
<td>(1,0,7)</td>
</tr>
<tr>
<td>-31</td>
<td>3</td>
<td>(1,1,8), (2,±1,4)</td>
</tr>
<tr>
<td>-32</td>
<td>2</td>
<td>(1,0,8), (3,2,3)</td>
</tr>
<tr>
<td>-35</td>
<td>2</td>
<td>(1,1,9), (3,1,3)</td>
</tr>
<tr>
<td>-36</td>
<td>2</td>
<td>(1,0,9), (2,2,5)</td>
</tr>
<tr>
<td>-39</td>
<td>4</td>
<td>(1,1,10), (2,±1,5), (3,3,4)</td>
</tr>
<tr>
<td>-40</td>
<td>2</td>
<td>(1,0,10), (2,0,5)</td>
</tr>
<tr>
<td>-43</td>
<td>1</td>
<td>(1,1,11)</td>
</tr>
<tr>
<td>-44</td>
<td>3</td>
<td>(1,0,11), (3,±2,4)</td>
</tr>
<tr>
<td>-47</td>
<td>5</td>
<td>(1,1,12), (2,±1,6), (3,±1,4)</td>
</tr>
<tr>
<td>-48</td>
<td>2</td>
<td>(1,0,12), (3,0,4)</td>
</tr>
<tr>
<td>-51</td>
<td>2</td>
<td>(1,1,13), (3,3,5)</td>
</tr>
<tr>
<td>-52</td>
<td>2</td>
<td>(1,0,13), (2,2,7)</td>
</tr>
<tr>
<td>-55</td>
<td>4</td>
<td>(1,1,14), (2,±1,7), (4,3,4)</td>
</tr>
<tr>
<td>-56</td>
<td>4</td>
<td>(1,0,14), (2,0,7), (3,±2,5)</td>
</tr>
<tr>
<td>-59</td>
<td>3</td>
<td>(1,1,15), (3,±1,5)</td>
</tr>
<tr>
<td>-60</td>
<td>2</td>
<td>(1,0,15), (3,0,5)</td>
</tr>
<tr>
<td>-63</td>
<td>4</td>
<td>(1,1,16), (2,±1,8), (4,1,4)</td>
</tr>
<tr>
<td>-64</td>
<td>2</td>
<td>(1,0,16), (4,4,5)</td>
</tr>
<tr>
<td>-67</td>
<td>1</td>
<td>(1,1,17)</td>
</tr>
<tr>
<td>-68</td>
<td>4</td>
<td>(1,0,17), (2,2,9), (3,±2,6)</td>
</tr>
<tr>
<td>-71</td>
<td>7</td>
<td>(1,1,18), (2,±1,9), (3,±1,6), (4,±3,5)</td>
</tr>
<tr>
<td>-72</td>
<td>2</td>
<td>(1,0,18), (2,0,9)</td>
</tr>
<tr>
<td>-75</td>
<td>2</td>
<td>(1,1,19), (3,3,7)</td>
</tr>
<tr>
<td>-76</td>
<td>3</td>
<td>(1,0,19), (4,±2,5)</td>
</tr>
<tr>
<td>-79</td>
<td>5</td>
<td>(1,1,20), (2,±1,10), (4,±1,5)</td>
</tr>
<tr>
<td>-80</td>
<td>4</td>
<td>(1,0,20), (3,±2,7), (4,0,5)</td>
</tr>
<tr>
<td>-83</td>
<td>3</td>
<td>(1,1,21), (3,±1,7)</td>
</tr>
<tr>
<td>-84</td>
<td>4</td>
<td>(1,0,21), (2,2,11), (3,0,7), (5,4,5)</td>
</tr>
<tr>
<td>-87</td>
<td>6</td>
<td>(1,1,22), (2,±1,11), (3,3,8), (4,±3,6)</td>
</tr>
<tr>
<td>-88</td>
<td>2</td>
<td>(1,0,22), (2,0,11)</td>
</tr>
<tr>
<td>-91</td>
<td>2</td>
<td>(1,1,23), (5,3,5)</td>
</tr>
<tr>
<td>-92</td>
<td>3</td>
<td>(1,0,23), (3,±2,8)</td>
</tr>
<tr>
<td>-95</td>
<td>8</td>
<td>(1,1,24), (2,±1,12), (3,±1,8), (4,±1,6), (5,5,6)</td>
</tr>
<tr>
<td>-96</td>
<td>4</td>
<td>(1,0,24), (3,0,8), (4,4,7), (5,2,5)</td>
</tr>
<tr>
<td>-99</td>
<td>2</td>
<td>(1,1,25), (5,1,5)</td>
</tr>
<tr>
<td>-100</td>
<td>2</td>
<td>(1,0,25), (2,2,13)</td>
</tr>
</tbody>
</table>

Table 1.3. Reduced primitive forms with discriminant $0 \geq \Delta \geq -100$. 
<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$h(\Delta)$</th>
<th>reduced forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-103$</td>
<td>5</td>
<td>(1, 1, 26), (2, ±1, 13), (4, ±3, 7)</td>
</tr>
<tr>
<td>$-104$</td>
<td>6</td>
<td>(1, 0, 26), (2, 0, 13), (3, ±2, 9), (5, ±4, 6)</td>
</tr>
<tr>
<td>$-107$</td>
<td>3</td>
<td>(1, 1, 27), (3, ±1, 9)</td>
</tr>
<tr>
<td>$-108$</td>
<td>3</td>
<td>(1, 0, 27), (4, ±2, 7)</td>
</tr>
<tr>
<td>$-111$</td>
<td>8</td>
<td>(1, 1, 28), (2, ±1, 14), (3, 3, 10), (4, ±1, 7), (5, ±3, 6)</td>
</tr>
<tr>
<td>$-112$</td>
<td>2</td>
<td>(1, 0, 28), (4, 0, 7)</td>
</tr>
<tr>
<td>$-115$</td>
<td>2</td>
<td>(1, 1, 29), (5, 5, 7)</td>
</tr>
<tr>
<td>$-116$</td>
<td>6</td>
<td>(1, 0, 29), (2, 2, 15), (3, ±2, 10), (5, ±2, 6)</td>
</tr>
<tr>
<td>$-119$</td>
<td>10</td>
<td>(1, 1, 30), (2, ±1, 15), (3, ±1, 10), (4, ±3, 8), (5, ±1, 6), (6, 5, 6)</td>
</tr>
<tr>
<td>$-120$</td>
<td>4</td>
<td>(1, 0, 30), (2, 0, 15), (3, 0, 10), (5, 0, 6)</td>
</tr>
<tr>
<td>$-123$</td>
<td>2</td>
<td>(1, 1, 31), (3, 3, 11)</td>
</tr>
<tr>
<td>$-124$</td>
<td>3</td>
<td>(1, 0, 31), (5, ±4, 7)</td>
</tr>
<tr>
<td>$-127$</td>
<td>5</td>
<td>(1, 1, 32), (2, ±1, 16), (4, ±1, 8)</td>
</tr>
<tr>
<td>$-128$</td>
<td>4</td>
<td>(1, 0, 32), (3, ±2, 11), (4, 4, 9)</td>
</tr>
<tr>
<td>$-131$</td>
<td>5</td>
<td>(1, 1, 33), (3, ±1, 11), (5, ±3, 7)</td>
</tr>
<tr>
<td>$-132$</td>
<td>4</td>
<td>(1, 0, 33), (2, 2, 17), (3, 0, 11), (6, 6, 7)</td>
</tr>
<tr>
<td>$-135$</td>
<td>6</td>
<td>(1, 1, 34), (2, ±1, 17), (4, ±3, 9), (5, 5, 8)</td>
</tr>
<tr>
<td>$-136$</td>
<td>4</td>
<td>(1, 0, 34), (2, 0, 17), (5, ±2, 7)</td>
</tr>
<tr>
<td>$-139$</td>
<td>3</td>
<td>(1, 1, 35), (5, ±1, 7)</td>
</tr>
<tr>
<td>$-140$</td>
<td>6</td>
<td>(1, 0, 35), (3, ±2, 12), (4, ±2, 9), (5, 0, 7)</td>
</tr>
<tr>
<td>$-143$</td>
<td>10</td>
<td>(1, 1, 36), (2, ±1, 18), (3, ±1, 12), (4, ±1, 9), (6, ±5, 7), (6, 1, 6)</td>
</tr>
<tr>
<td>$-144$</td>
<td>4</td>
<td>(1, 0, 36), (4, 0, 9), (5, ±4, 8)</td>
</tr>
<tr>
<td>$-147$</td>
<td>2</td>
<td>(1, 1, 37), (3, 3, 13)</td>
</tr>
<tr>
<td>$-148$</td>
<td>2</td>
<td>(1, 0, 37), (2, 2, 19)</td>
</tr>
<tr>
<td>$-151$</td>
<td>7</td>
<td>(1, 1, 38), (2, ±1, 19), (4, ±3, 10), (5, ±3, 8)</td>
</tr>
<tr>
<td>$-152$</td>
<td>6</td>
<td>(1, 0, 38), (2, 0, 19), (3, ±2, 13), (6, ±4, 7)</td>
</tr>
<tr>
<td>$-155$</td>
<td>4</td>
<td>(1, 1, 39), (3, ±1, 13), (5, 5, 9)</td>
</tr>
<tr>
<td>$-156$</td>
<td>4</td>
<td>(1, 0, 39), (3, 0, 13), (5, ±2, 8)</td>
</tr>
<tr>
<td>$-159$</td>
<td>10</td>
<td>(1, 1, 40), (2, ±1, 20), (3, 3, 14), (4, ±1, 10), (5, ±1, 8), (6, ±3, 7)</td>
</tr>
<tr>
<td>$-160$</td>
<td>4</td>
<td>(1, 0, 40), (4, 4, 11), (5, 0, 8), (7, 6, 7)</td>
</tr>
<tr>
<td>$-163$</td>
<td>1</td>
<td>(1, 1, 41)</td>
</tr>
<tr>
<td>$-164$</td>
<td>8</td>
<td>(1, 0, 41), (2, 2, 21), (3, ±2, 14), (5, ±4, 9), (6, ±2, 7)</td>
</tr>
<tr>
<td>$-167$</td>
<td>11</td>
<td>(1, 1, 42), (2, ±1, 21), (3, ±1, 14), (4, ±3, 11), (6, ±5, 8), (6, ±1, 7)</td>
</tr>
<tr>
<td>$-168$</td>
<td>4</td>
<td>(1, 0, 42), (2, 0, 21), (3, 0, 14), (6, 0, 7)</td>
</tr>
<tr>
<td>$-171$</td>
<td>4</td>
<td>(1, 1, 43), (5, ±3, 9), (7, 5, 7)</td>
</tr>
<tr>
<td>$-172$</td>
<td>3</td>
<td>(1, 0, 43), (4, ±2, 11)</td>
</tr>
<tr>
<td>$-175$</td>
<td>6</td>
<td>(1, 1, 44), (2, ±1, 22), (4, ±1, 11), (7, 7, 8)</td>
</tr>
<tr>
<td>$-176$</td>
<td>6</td>
<td>(1, 0, 44), (3, ±2, 15), (4, 0, 11), (5, ±2, 9)</td>
</tr>
<tr>
<td>$-179$</td>
<td>5</td>
<td>(1, 1, 45), (3, ±1, 15), (5, ±1, 9)</td>
</tr>
<tr>
<td>$-180$</td>
<td>4</td>
<td>(1, 0, 45), (2, 2, 23), (5, 0, 9), (7, 4, 7)</td>
</tr>
<tr>
<td>$-183$</td>
<td>8</td>
<td>(1, 1, 46), (2, ±1, 23), (3, 3, 16), (4, ±3, 12), (6, ±3, 8)</td>
</tr>
<tr>
<td>$-184$</td>
<td>4</td>
<td>(1, 0, 46), (2, 0, 23), (5, ±4, 10)</td>
</tr>
<tr>
<td>$-187$</td>
<td>3</td>
<td>(1, 1, 47), (7, ±3, 7)</td>
</tr>
<tr>
<td>$-188$</td>
<td>5</td>
<td>(1, 0, 47), (3, ±2, 16), (7, ±6, 8)</td>
</tr>
<tr>
<td>$-191$</td>
<td>13</td>
<td>(1, 1, 48), (2, ±1, 24), (3, ±1, 16), (4, ±1, 12), (5, ±3, 10), (6, ±1, 8), (6, ±5, 9)</td>
</tr>
<tr>
<td>$-192$</td>
<td>4</td>
<td>(1, 0, 48), (3, 0, 16), (4, 4, 13), (7, 2, 7)</td>
</tr>
<tr>
<td>$-195$</td>
<td>4</td>
<td>(1, 1, 49), (3, 3, 17), (5, 5, 11), (7, 1, 7)</td>
</tr>
<tr>
<td>$-196$</td>
<td>4</td>
<td>(1, 0, 49), (2, 2, 25), (5, ±2, 10)</td>
</tr>
<tr>
<td>$-199$</td>
<td>9</td>
<td>(1, 1, 50), (2, ±1, 25), (4, ±3, 13), (5, ±1, 10), (7, ±5, 8)</td>
</tr>
<tr>
<td>$-200$</td>
<td>6</td>
<td>(1, 0, 50), (2, 0, 25), (3, ±2, 17), (6, ±4, 9)</td>
</tr>
</tbody>
</table>

Table 1.4. Reduced primitive forms with discriminant $-100 > \Delta \geq -200$. 
• $|x| = |y|$. Then $Q(x, y) = x^2(A + B + C) \geq (A - |B| + C)x^2 > A - |B| + C$.
• $|x| > |y|$. Then
  \[
  Q(x, y) \geq Ax^2 - |B||xy| + C^2y^2 > (A - |B|)|xy| + Cy^2
  \]
  \[
  \geq (A - |B| + C)y^2 > A - |B| + C.
  \]
• $|x| < |y|$. Then $Q(x, y) \geq (A - |B| + C)x^2 > A - |B| + C$.

\[\square\]

Note that these three integers $A, C$, and $A - |B| + C$ need not be distinct: if $Q = (1, 1, 1)$, then actually $A = C = A - |B| + C = 1$.

Legendre’s Lemma is not very deep, but can it can be applied in a lot of situations; in particular we will use it for proving that any two equivalent reduced forms are equal, as well as for proving the following observation:

**Corollary 1.13.** A (positive definite) quadratic form representing 1 is equivalent to the principal form.

**Proof.** Let $Q$ be such a quadratic form. Then $Q$ is equivalent to some reduced form $Q'$, which also represents 1. Since 1 is the smallest natural number represented by $Q'$, Lemma 1.12Legendre’s Lemmalemmacount.1.12 implies that $Q' = (A, B, C)$ with $A = 1$ (applying Lemma 1.3lemmacount.1.3 would give the same result). Since $Q'$ is reduced, we must have $|B| \leq |A| = 1$, hence $Q' = (1, 0, C)$ or $Q' = (1, 1, C)$. But these are exactly the principal forms with discriminant $\Delta = -4C$ and $\Delta = 1 - 4C$, respectively.

We have already seen that every equivalence class $[Q]$ of a quadratic form (positive definite and primitive, with discriminant $\Delta$) contains a reduced form (because $Q$ is equivalent to some reduced form). Now we will prove that every equivalence class contains exactly one reduced form. This will have the important consequence that there are exactly as many equivalence classes of forms as there are reduced forms, or in other words, that the number of reduced forms is just the class number $\text{h}(\Delta)$.

**Proof of Thm. 1.11lemmacount.1.11.** We have to show that if $Q = (A, B, C)$ and $Q' = (A', B', C')$ are reduced forms with $Q \sim Q'$, then $Q = Q'$.

First we observe that the smallest natural number represented by $Q$ and $Q'$ is $A$ and $A'$, respectively. Since $Q \sim Q'$, they represent the same integers, hence we must have $A = A'$. Note that $C \geq A$ since $Q$ is reduced; we now distinguish some cases.

1. $C > A$. Since $A = Q(\pm 1, 0)$ is represented exactly twice by $Q$, it is also represented exactly twice by $Q'$, hence $C' = Q'((0, \pm 1) > A' = A$. Now $C$ is the second smallest integer represented by $Q$, and therefore also by $Q'$. Since $Q$ and $Q'$ represent the same integers, we must have $C = C'$. Since $\text{Disc} Q = \text{Disc} Q'$, we see that $|B| = |B'|$. If we had $B' = -B$, then $(A, B, C) = Q \sim Q' = (A, -B, C)$. Assume that $Q' = Q|_{S}$ for $S = (\frac{1}{2}, \frac{1}{2}) \in S_{2}(\mathbb{Z})$. Then $A = A' = Ar^2 + Brt + Ct^2$, and since $C > A$, the only solutions of this equation are $r = \pm 1$, $t = 0$. Thus $S = (\frac{1}{2}, \frac{1}{2})$ or $S = (\frac{1}{2}, -\frac{1}{2})$, hence $-B = B' = 2As + B$, or $As = -B$. Since $|B| \leq A$, we must have $s = 0$ (and then $B = 0 = -B = B'$) or $s = 1$ (and then $B = -A$, which contradicts the assumption that $Q$ is reduced). Thus we have $Q = Q'$ in all cases considered here.

2. $C = A$. Then $A = Q(\pm 1, 0) = Q(0, \pm 1)$ shows that $A$ is represented at least four times by $Q$, hence also by $Q'$. But this implies $C' = A$ and therefore $C = C'$. As above this gives $B' = \pm B$. But since $(A, B, A) \sim (A, B', A)$ are reduced, $B$ and $B'$ must be positive, and we get $Q = Q'$.

The proof is now complete. \[\square\]
Remark. Theorem 1.11lemmacount.1.11 solves the problem of deciding whether two given positive definite forms $Q$ and $Q'$ are equivalent: let $Q_1$ and $Q'_1$ be the unique reduced forms equivalent to $Q$ and $Q'$, respectively; then $Q \sim Q'$ if and only if $Q_1 = Q'_1$. Thus for checking whether two forms are equivalent it is sufficient to reduce them and check for equality of the reduced forms. Of course a necessary condition for equivalence is that the forms have the same discriminant.

Studying the tables of reduced primitive forms given on pp. 15 Reduced primitive forms with discriminant $0 \geq \Delta \geq -100$ table.1.3 – 16 Reduced primitive forms with discriminant $-100 > \Delta \geq -200$ table.1.4 it is quite easy to come up with a few observations; some of them more or less prove themselves:

- The tables reveal a family of reduced forms $Q_m = (2, 1, m)$ for every $m \geq 2$. Since $\text{disc } Q_m = 1 - 8m$, this shows that $h(\Delta) > 1$ for all $\Delta = 1 - 8m < -7$.
- The family of reduced forms $Q_m = (2, 2, m)$ for odd integers $m \geq 3$ shows that $h(\Delta) > 1$ for discriminants $\Delta = 4 - 8m$.

Some observations, such as the following, are not immediately clear:

- The class number $h(\Delta)$ is odd if $\Delta = q$ or $\Delta = -4q$, where $q \equiv 3 \mod 4$ is a prime number.
- If $\Delta$ is a power of an odd prime, then $h(\Delta)$ is odd.
- If $\Delta = f^2 \Delta'$ for discriminants $\Delta$ and $\Delta'$, then $h(\Delta') \mid h(\Delta)$.

The proofs of these results are already nontrivial. Other observations are only valid for small discriminants:

- Within the range of computations, we have $h(\Delta) \leq \sqrt{|\Delta|}$.

This observation turns out to be false for larger values of $\Delta$: for example, $h(-311) = 19$, $h(-479) = 25$, $h(-551) = 26$ etc. Even the weaker conjecture $h(\Delta) < 2\sqrt{|\Delta|}$ is not true, as e.g. $h(-2954591) = 3464$ shows. This leads us to the following question:

- Is the function $h(\Delta)/\sqrt{|\Delta|}$ bounded as $\Delta \to -\infty$?

It turns out that the answer is no, but this result is already quite deep. I do not know whether it can be proved that, say, $h(\Delta) > \sqrt{|\Delta|} \cdot \log \log \log (|\Delta|)$ infinitely often.

Other observations, such as the next two, seem to remain true even after extending the table considerably:

- There are only finitely many discriminants $\Delta$ with class number 1, or, more generally, with any given class number.
- For any number $n \in \mathbb{N}$ there exist infinitely many discriminants $\Delta < 0$ with $n \mid h(\Delta)$.

Some of these questions lead to extremely deep and difficult problems.

Remark. It is known that the quotient $\frac{h(\Delta)}{\sqrt{|\Delta|}}$ for negative discriminants $\Delta$ is not bounded as $\Delta \to -\infty$. On the other hand, a special case of the Brauer-Siegel theorem predicts that

$$\lim_{\Delta \to -\infty} \frac{\log h(\Delta)}{\log (|\Delta|)} = 1,$$

and in fact it can be shown, using analytic techniques, that $h(\Delta) \leq \sqrt{|\Delta|} \log (|\Delta|)$ for negative discriminants $\Delta$. Scholz has conjectured that $h(\Delta) > \sqrt{|\Delta|} \cdot \log \log \log (|\Delta|)$ for infinitely many discriminants.
Reduction Algorithms . . . and what to do with them

The standard reduction algorithm proceeds as follows: given a form \((A, B, C)\) with discriminant \(\Delta\), find a small \(B' \equiv B \mod 2A\), determine \(C'\) such that \((A, B', C')\) has discriminant \(\Delta\), and then flip; the form \((C', -B', A)\) is then reduced as above by minimizing \(-B' \mod C'\), and this procedure is repeated until we reach a reduced form.

We can avoid the flipping by alternately reducing modulo \(2A\) and modulo \(2C\): reduction modulo \(2A\) means applying a matrix \(T_n = (\begin{smallmatrix} 1 & n \\ 0 & 1 \end{smallmatrix})\), whereas reduction modulo \(2C\) is described by \(T_n' = (\begin{smallmatrix} 1 & 0 \\ n & 1 \end{smallmatrix})\). Two subsequent reduction steps then correspond to some product \((\begin{smallmatrix} a & n \\ 1 & m \end{smallmatrix}) (\begin{smallmatrix} 1 & 0 \\ m & 1 \end{smallmatrix}) = (\begin{smallmatrix} mn+1 & n \\ m & 1 \end{smallmatrix})\) in the version avoiding flipping, and \((\begin{smallmatrix} -1 & 0 \\ n & 1 \end{smallmatrix}) (\begin{smallmatrix} 1 & 0 \\ m & 1 \end{smallmatrix}) = -(\begin{smallmatrix} mn+1 & n \\ m & 1 \end{smallmatrix})\) in the other case (the reason for the entry \(m\) in the second matrix comes from the fact that the middle coefficients has switched signs).

Here are the two methods for \(Q = (15, 66, 73)\):

<table>
<thead>
<tr>
<th>form</th>
<th>matrix</th>
<th>form</th>
<th>matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>(15, 66, 73)</td>
<td>((\begin{smallmatrix} 1 &amp; -2 \ 0 &amp; 1 \end{smallmatrix}))</td>
<td>(15, 66, 73)</td>
<td>((\begin{smallmatrix} 2 &amp; 1 \ -1 &amp; 0 \end{smallmatrix}))</td>
</tr>
<tr>
<td>(15, 6, 1)</td>
<td>((\begin{smallmatrix} 1 &amp; 0 \ 3 &amp; 1 \end{smallmatrix}))</td>
<td>(1, -6, 15)</td>
<td>((\begin{smallmatrix} -3 &amp; 1 \ -1 &amp; 0 \end{smallmatrix}))</td>
</tr>
<tr>
<td>(6, 0, 1)</td>
<td></td>
<td>(6, 0, 1)</td>
<td></td>
</tr>
</tbody>
</table>

Let us now describe how to reduce positive definite forms by hand\(^5\). Assume we have a form \(Q = (A, B, C)\), and assume for now that \(B = 2b\) is even. Consider the corresponding matrix \(M = (\begin{smallmatrix} A & b \\ b & C \end{smallmatrix})\), and assume that \(C < A\). We then reduce \(B\) modulo \(2C\), that is, find an integer \(m\) such that \(|b + mC|\) is minimal. We then set \(b' = b + mC\) and compute \(A' = A + Bm + Cm^2\). This integer can more easily be found as follows: if we set \(A + nb = \alpha\), then we get \(\alpha + nb' = A + mb + m(b + mC) = A + mB + m^2C = A'\). Here is what we write down:

\[
\begin{array}{c}
m \\
A & b & \alpha \\
b & C & b' \\
\alpha & b' & A' \\
\end{array}
\]

From this table we then can read off that \((A, B, C) \sim (A', B', C')\) with \(B' = 2b'\). The next step is finding an integer \(n\) such that \(|b' + nA'|\) is minimal, and repeating the procedure above; computing \(\beta = C + nb', b'' = b' + nA'\) and \(C' = \beta + nb''\) gives the table

\[
\begin{array}{c}
m & n \\
A & b & \alpha \\
b & C & b' \beta \\
\alpha & b' & A' b'' \\
\beta & b'' & C' \\
\end{array}
\]

Here is a simple example. Consider the matrix \(M = (\begin{smallmatrix} 1009 & 469 \\ 469 & 218 \end{smallmatrix})\) with determinant 1 and the corresponding quadratic form \(Q = (1009, 938, 218)\) with discriminant \(-4\). This matrix was computed from a solution \(x = b\) of the congruence \(x^2 \equiv -1 \mod 1009\); with \(b = 469\) we find \(A = p = 1009\) and \(C = (b^2 + 1)/p = 218\).

The reduction process yields

\(^5\) Doing calculations by hand may look like a waste of time in times when cheap calculators are available that can produce results in fractions of a second. On the other hand I am certain that there is a lot of insight to be gained by occasionally performing an algorithm by hand (with computer assistance for the boring parts).
\[
\begin{bmatrix}
-2 & -7 & 2 \\
1009 & 469 & 71 \\
469 & 218 & 33 & -13 \\
71 & 33 & 5 & -2 & 1 \\
-13 & -2 & 1 & 0 \\
1 & 0 & 1 
\end{bmatrix}
\]

Here is the traditional version of reduction:

\[
\begin{align*}
(1009,938,218) & \quad n = 0 \quad \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \\
(218,-938,1009) & \quad n = 2 \quad \begin{bmatrix} 2 & 1 \\ -1 & 0 \end{bmatrix} \\
(5,66,218) & \quad n = -7 \quad \begin{bmatrix} -7 & 1 \\ 1 & 0 \end{bmatrix} \\
(1,4,5) & \quad n = -2 \quad \begin{bmatrix} -2 & 1 \\ -1 & 0 \end{bmatrix} \\
(1,0,1) & \quad 
\end{align*}
\]

Observe that the integers \( n \) in the traditional method agree with those found above up to sign.

These methods can be used to compute the representation of a prime \( p \equiv 1 \mod 4 \) as a sum of two squares when a square root of \(-1 \mod p\) is given: since \( Q = (A,2b,C) \) represents \( A = p \), so does \((1,0,1)\), and we can write \( p \) as a sum of two squares by computing the reduction matrices.

In the example above, the product of the reduction matrices is \( S = S_0 S_2 S_{-7} S_{-2} = \begin{bmatrix} -13 & 7 \\ 28 & -1 \end{bmatrix} \); since \( \det S = 1 \), we have \( S^{-1} = \begin{bmatrix} 15 & 7 \\ 28 & -13 \end{bmatrix} \), and from \( Q(1,0) = 1009 \) and \( \begin{bmatrix} 15 & 7 \\ 28 & -13 \end{bmatrix} \) we read off \( x = 15 \) and \( y = 28 \), that is, \( 1009 = 15^2 + 28^2 \).

### 1.5. Indefinite Forms: Zagier Reduction

*Where we learn how to reduce indefinite forms.*

The reduction theory of indefinite forms is a lot more complicated (and, in a sense, also more interesting) than that for definite forms. Here are the main differences:

- The conditions for a form to be reduced are more complicated than in the definite case, at least for the most common notions of reduction.
- There are in general many reduced forms in each equivalence class.
- There exist nontrivial elements \( S \in \text{SL}_2(\mathbb{Z}) \) with \( Q = Q|_S \), which are connected with the solvability of the *Pell equation* \( Q_0(T,U) = 1 \).
- Simple questions like whether \((A,B,C) \sim (-A,B,-C)\) turn out to be highly nontrivial, and are related to the solvability of the “Anti-Pellian” equation \( Q_0(T,U) = -1 \).
- More generally, the question whether two reduced forms are equivalent or not is very difficult to answer if the discriminant is large.
- The set of reduced forms in the principal class carries an additional structure (Shanks’ infrastructure), which is useful for calculations and adds a lot to our understanding of indefinite forms.
- There are two natural definitions of equivalence, giving rise to two different structures, the class groups in the strict and in the wide sense.

In addition, there are different reduction theories. In this chapter we will present the one due to Zagier, which allows us to prove the main results rather painlessly; the classical theory due to Gauss, which is most suitable for calculations since the coefficients involved are much smaller than in Zagier’s theory, will be sketched in the Notes below.
It would be nice if we could define the notion of a reduced form for indefinite forms in such a way that every equivalence class contains exactly one reduced form; this is certainly possible: we can pick, in each equivalence class, a form with minimal \( A > 0 \) (if there are more than one, pick the one with minimal \( B > 0 \)) and then reduce \( B \) modulo \( 2A \). The disadvantage of such a definition is that there is no “reduction theory”, that is, no simple and effective algorithm for reducing a given form.

If we can’t get exactly one reduced form per class, maybe we should try to define reduced forms in such a way that each class contains as few reduced forms as possible. History has followed a different path: the best definitions work with quite large sets of reduced forms; as a trade-off, the set of reduced forms carries some kind of structure, and in mathematics, structure is in general more important than cardinality.

The classical theory of reduction of indefinite forms by Gauss is vastly superior to that given by Lagrange, although there are more forms reduced in the sense of Gauss than there are Lagrange-reduced forms. In his excellent book [Zag1981], Zagier suggested a reduction theory differing from Gauss’s. Zagier’s theory has much cleaner proofs than the classical one; other hand, Gauss’s theory is the one used for doing calculations because the coefficients of Gauss-reduced forms have only about half as many digits as those of Zagier-reduced forms.

For explaining the motivation behind the definition of reduced forms, recall how we came up with the notion of Lagrange reduced forms: we picked a form \((A, B, C)\) in a given equivalence class with minimal \( |A| \) and then changed \( B \) modulo \( 2|A| \) to find a minimal \( B \). We do something similar here: given an equivalence class of forms, we choose a form with minimal first coefficient \( A > 0 \). Since we are allowed to change \( B \) modulo \( 2A \), we can demand that \( B \) lie in some interval of length \( 2A \), and we pick \( B \in [\sqrt{\Delta}, \sqrt{\Delta} + 2A] \). With this choice, we have \( AC > 0 \), and since \( Q \) represents \( C \), the minimality of \( A \) implies \( A \leq C \): thus we also have \( B \in [\sqrt{\Delta}, \sqrt{\Delta} + 2C] \).

We now call a form \((A, B, C)\) with positive nonsquare discriminant \( \Delta \) a Zagier reduced (or simply Z-reduced) form if the coefficients \( A, B, C \) satisfy the following inequalities:

\[
\begin{align*}
\sqrt{\Delta} &< B < \sqrt{\Delta} + 2A, \\
\sqrt{\Delta} &< B < \sqrt{\Delta} + 2C.
\end{align*}
\]  

Table 1.5 Zagier-reduced Forms with discriminants \( 0 < \Delta \leq 44 \)

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>( \kappa_Z )</th>
<th>( \Delta )</th>
<th>( \kappa_Z )</th>
<th>( \Delta )</th>
<th>( \kappa_Z )</th>
<th>( \Delta )</th>
<th>( \kappa_Z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>11</td>
<td>1</td>
<td>77</td>
<td>8</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>53</td>
<td>7</td>
<td>85</td>
<td>14</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>57</td>
<td>16</td>
<td>89</td>
<td>21</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>61</td>
<td>11</td>
<td>93</td>
<td>12</td>
<td>56</td>
<td>10</td>
</tr>
<tr>
<td>29</td>
<td>5</td>
<td>65</td>
<td>16</td>
<td>97</td>
<td>27</td>
<td>88</td>
<td>18</td>
</tr>
<tr>
<td>33</td>
<td>10</td>
<td>69</td>
<td>10</td>
<td>101</td>
<td>11</td>
<td>104</td>
<td>16</td>
</tr>
<tr>
<td>37</td>
<td>7</td>
<td>73</td>
<td>21</td>
<td>105</td>
<td>26</td>
<td>120</td>
<td>20</td>
</tr>
</tbody>
</table>

The number \( h^+(\Delta) \) of \( \text{SL}_2(\mathbb{Z}) \)-equivalence classes of primitive forms with discriminant \( \Delta \) is usually a lot smaller than the number of Z-reduced forms. The five Z-reduced forms with discriminant \( \Delta = 17 \), for example, are all equivalent, hence \( h^+(17) = 1 \).

\[^6\] These proofs essentially consist in verifying inequalities involving the coefficients of the forms; in Zagier’s theory, these coefficients are all positive.
Let us first show (1.13) and (1.15) are equivalent. This shows that properties (1.9)–(1.12) are equivalent. In the proof above; moreover, (1.11) and (1.12) imply (1.9).

We finally show that (1.13) and (1.14) are equivalent.

\[\Delta > 22\] which are equivalent to (1.8):

\[\Delta \leq 44.\]

\[\Delta \quad \kappa \xi \quad \text{Primitive Zagier-reduced forms}\]

\[
\begin{array}{|c|c|}
\hline
\Delta & \kappa \xi \\
\hline
5 & (1, 3, 1) \\
8 & (1, 4, 2), (2, 4, 1) \\
12 & (1, 4, 1), (2, 6, 3), (3, 6, 2) \\
13 & (1, 5, 3), (3, 5, 1), (3, 7, 3) \\
17 & (1, 5, 2), (2, 5, 1), (2, 7, 4), (4, 7, 2), (4, 9, 4) \\
20 & (1, 6, 4), (4, 6, 1), (4, 10, 5), (5, 10, 4) \\
21 & (1, 5, 1), (3, 9, 5), (5, 9, 3), (5, 11, 5) \\
24 & (1, 6, 3), (2, 8, 5), (3, 6, 1), (5, 8, 2), (5, 12, 6), (6, 12, 5) \\
28 & (1, 6, 2), (2, 6, 1), (3, 8, 3), (3, 10, 6), (6, 10, 3), (6, 14, 7), (7, 14, 6) \\
29 & (1, 7, 5), (5, 7, 1), (5, 13, 7), (7, 13, 5), (7, 15, 7) \\
32 & (1, 6, 1), (4, 12, 7), (7, 12, 4), (7, 16, 8), (8, 16, 7) \\
33 & (1, 7, 4), (2, 7, 2), (2, 9, 6), (3, 9, 4), (4, 7, 1), (4, 9, 3), (6, 9, 2), (6, 15, 8), (8, 15, 6), (8, 17, 8) \\
37 & (1, 7, 3), (3, 7, 1), (3, 11, 7), (7, 11, 3), (7, 17, 9), (9, 17, 7), (9, 19, 9) \\
40 & (1, 8, 6), (2, 8, 3), (3, 8, 2), (3, 10, 5), (5, 10, 3) \\
 & (6, 8, 1), (6, 16, 9), (9, 16, 6), (9, 20, 10), (10, 20, 9) \\
41 & (1, 7, 2), (2, 7, 1), (2, 9, 5), (4, 11, 5), (4, 13, 8), (5, 9, 2), (5, 11, 4), (8, 13, 4), (8, 19, 10), (10, 19, 8), (10, 21, 10) \\
44 & (1, 8, 5), (2, 10, 7), (5, 8, 1), (5, 12, 5), (7, 10, 2) \\
 & (7, 18, 10), (10, 18, 7), (10, 22, 11), (11, 22, 10) \\
\hline
\end{array}
\]

Table 1.5. Zagier-reduced Forms with discriminants $0 < \Delta \leq 44$. 

We will now present various sets of conditions on the coefficients of a quadratic form $(A, B, C)$ which are equivalent to (1.8).

**Theorem 1.14.** Let $Q = (A, B, C)$ be a primitive indefinite form with discriminant $\Delta = B^2 - 4AC$, and let $\xi_1 = \frac{B + \sqrt{\Delta}}{2A}$ and $\xi_2 = \frac{B - \sqrt{\Delta}}{2A}$ denote the two roots of the quadratic equation $Q(x, -1) = Ax^2 - Bx + C = 0$. Then the following statements are equivalent:

1. $(A, B, C)$ is Z-reduced.
2. $(C, B, A)$ is Z-reduced.
3. $0 < B - \sqrt{\Delta} < 2A < B + \sqrt{\Delta}$. 
4. $0 < B - \sqrt{\Delta} < 2C < B + \sqrt{\Delta}$. 
5. $0 < \xi_2 < 1 < \xi_1$. 
6. $A > 0$, $C > 0$, $B > A + C$.

**Proof.** The symmetry between $A$ and $C$ in (1.8) implies that (1.9) and (1.10) are equivalent.

(1.9) $(A, B, C)$ is Z-reduced. $(1.10)$ $(C, B, A)$ is Z-reduced. $(1.11)$ $0 < B - \sqrt{\Delta} < 2A < B + \sqrt{\Delta}$. $(1.12)$ $0 < B - \sqrt{\Delta} < 2C < B + \sqrt{\Delta}$. $(1.13)$ $0 < \xi_2 < 1 < \xi_1$. $(1.14)$ $A > 0$, $C > 0$, $B > A + C$.

This shows that properties (1.9) and (1.10) are equivalent. Dividing the inequalities in (1.11) through by $2A > 0$ we see that (1.11) and (1.12) imply (1.9) and (1.10) are equivalent.

We finally show that (1.13) and (1.14) are equivalent. Let us first show (1.13) $(1.14)$ $(1.15)$ From $\xi_1 - \xi_2 > 0$ we deduce that $A > 0$. Then $\xi_1 = \frac{B + \sqrt{\Delta}}{2A} > 1$ and $\xi_2 = \frac{B - \sqrt{\Delta}}{2A} < 1$ imply $|B - 2A| < \sqrt{\Delta}$, hence the identity

$$\Delta - (B - 2A)^2 = 4A(B - A - C)$$
shows that $B > A + C$. Finally, $C = \xi_1 \xi_2 > 0$.

Now assume that (1.14 equation.1.5.14) holds. Then (1.15 Indefinite Forms: Zagier Reduction equation.1.5.15) implies that $|B - 2A| < \sqrt{\Delta}$, which is equivalent to $\xi_1 > 1$ and $\xi_2 < 1$. Since $0 < C = \xi_1 \xi_2$, we must have $\xi_2 > 0$, which proves (1.13 equation.1.5.13). \hfill \Box

The basic questions we will have to address are the following:

1. Is every form equivalent to a reduced form?
2. Are there only finitely many equivalence classes of forms with given discriminants?
3. Are there only finitely many Z-reduced forms?
4. Is there an algorithm for reducing a given form?
5. Is there an algorithm for deciding when two reduced forms are equivalent?

Some of these questions are easily answered:

1. We have already seen during the considerations that led to our definition (1.8 Indefinite Forms: Zagier Reduction equation.1.5.8) that the answer is yes: every form is equivalent to some Z-reduced form.
2. We already know from the reduction theory of Lagrange that there are only finitely many equivalence classes of forms with given discriminant.
3. This question also has a positive answer (and shows again that there are only finitely many equivalence classes of forms), as we will see in the proposition below.
4. Below we shall give an algorithm that produces a Z-reduced form after finitely many steps.
5. For deciding whether two forms are equivalent, all we have to do is reduce both and then check whether the reduced forms are equivalent. Below we will see that this boils down to computing the cycle of, say, the first form and then checking whether the Z-reduced form equivalent to the second form occurs in this cycle. This can be performed in finitely many steps, but if the cycle is very long, this can take forever. The difficulty of deciding whether two forms are equivalent can be used for cryptographic purposes.

Now we show

**Proposition 1.15.** There are only finitely many Z-reduced forms with discriminant $\Delta$. In fact, the coefficients of Z-reduced forms $(A, B, C)$ satisfy the inequalities $0 < A, C \leq \frac{\Delta}{4}$ and $\sqrt{\Delta} < B \leq \frac{\Delta + 1}{2}$.

**Proof.** It is sufficient to prove the inequalities: we have

$$A = \frac{\Delta - (B - 2A)^2}{4(B - A - C)} \leq \frac{\Delta}{4},$$

and the corresponding inequality for $C$ follows by symmetry. Finally, $B^2 = \Delta + 4AC \leq \Delta + \frac{1}{4}(\Delta - 1)^2 = \frac{1}{4}(\Delta + 1)^2$ implies the last claim. \hfill \Box

Given some notion of reduced forms on the set $\mathcal{F}_\Delta$ of primitive forms with discriminant $\Delta$, we can consider the subset $\mathcal{R}_\Delta$ of reduced form. In such a situation we call a map $\rho : \mathcal{F}_\Delta \longrightarrow \mathcal{F}_\Delta$ a reduction map if it has the following properties:

**R1** Given any form $Q \in \mathcal{F}_\Delta$, there is an integer $\nu \geq 0$ such that

$$\rho^\nu(Q) = \underbrace{\rho \circ \rho \circ \ldots \circ \rho}_{\nu \text{ times}}(Q)$$

is reduced. In other words: if $\nu$ is large enough, then $\rho^\nu(Q) \in \mathcal{R}_\Delta$.

**R2** If $Q$ is reduced, then so is $\rho(Q)$. In other words: $\rho$ maps $\mathcal{R}_\Delta$ into $\mathcal{R}_\Delta$. 
In such a case, the form \( \rho(Q) \) is called the right neighbor of \( Q \), and the forms in the image of \( \rho \) are called semi-reduced.

If \( \mathcal{R}_\Delta = \mathcal{R}_{Zag} \) is the set of Zagier reduced forms with discriminant \( \Delta \), then such a reduction map exists: given a form \( Q = (A, B, C) \), the right neighbor \( \rho(Q) \) is the form \( Q' = (A', B', C') \) with \( Q' = Q|_S \), where \( S = S_n = (\frac{n}{1}, \frac{1}{0}) \in SL_2(\mathbb{Z}) \) is defined by \( n > \frac{B+\sqrt{\Delta}}{2A} > n-1 \). Note that \( S_n = (\frac{1}{0}, \frac{-n}{1}) \cdot (\frac{0}{-1}, \frac{1}{0}) \), so \( S \) represents a shift followed by a flip.

There is a method for computing \( \rho(Q) \) that does not explicitly involve the number \( n \):

**Lemma 1.16.** The right neighbor of the form \( Q = (A, B, C) \) can be computed as follows:

1. \( C' = A \);
2. \( B + B' \equiv 0 \mod 2A \) and \( \begin{cases} \sqrt{\Delta} < B' < \sqrt{\Delta} + 2A & \text{if } A > 0, \\ \sqrt{\Delta} + 2A < B' < \sqrt{\Delta} & \text{if } A < 0. \end{cases} \)
3. \( B'^2 - 4A'C' = \Delta \).

These conditions determine respectively \( C' \), \( B' \), and \( A' \).

**Proof.** Write \( B + B' = 2An \) for some integer \( n \), and put \( S = (\frac{n}{1}, \frac{1}{0}) \). Then \( Q|_S = (A', B', C') \) with

\[
A' = An^2 - Bn + C, \quad B' = 2An - B, \quad C' = A.
\]

Clearly \((A', B', C') = \rho(Q)\) if we can show that \( 2An > B + \sqrt{\Delta} > 2A(n-1) \) (if \( A > 0 \)) or \( 2An < B + \sqrt{\Delta} < 2A(n-1) \) (if \( A < 0 \)). In the following, we only deal with the first case and leave the second case to the reader.

The first inequality is equivalent to \( 2An - B > \sqrt{\Delta} \), which holds by our choice of \( \sqrt{\Delta} < B' = 2An - B \). The second inequality is equivalent to \( 2An - B < \sqrt{\Delta} + 2A \), which again holds because \( 2An - B = B' < \sqrt{\Delta} + 2A \).

**Example.** For \( Q = (1, 4, 2) \) we have \( \rho(Q) = Q' = (2, 4, 1) \) and \( \rho(Q') = Q; \) in particular, \( h^+(8) = 1 \). In fact, let \((A, B, C) = (1, 4, 2)\); then \( C' = A = 1 \), and \( B' \equiv -B \equiv -4 \equiv 0 \mod 2A \) and \( \sqrt{\Delta} < B' < \sqrt{\Delta} + 2 \) implies \( B' = 4 \). Finally, \( A' = \frac{(B')^2 - \Delta}{4C'} = \frac{4^2 - 8}{4} = 2 \).

The next lemma will be used for showing that \( \rho \) is a reduction map for \( \mathcal{R}_{Zag} \):

**Lemma 1.17.** Let \( Q = (A, B, C) \) be a quadratic form with positive discriminant \( \Delta \), and let \( Q' = (A', B', C') = \rho(Q) \) be its right neighbor.

1. If \( A < 0 \), then \( A' > A \).
2. If \( A > 0 \), then \( A' > 0 \).
3. If \( A' \geq A > 0 \), then \( Q' \) is \( \mathbb{Z} \)-reduced.
4. If \( Q \) is Zagier reduced, then \( \rho(Q) = Q|_S \) for some \( S = S_n = (\frac{n}{1}, \frac{1}{0}) \) with \( n \geq 2 \).

**Proof.** Write \( \frac{B+\sqrt{\Delta}}{2A} = n - \theta \) for some real number \( \theta \) with \( 0 \leq \theta < 1 \). Plugging \( n = \frac{B+\sqrt{\Delta}}{2A} + \theta \) into the formula \( A' = An^2 - Bn + C \) we easily find that

\[
A' = A\theta^2 + \sqrt{\Delta}\theta.
\]

This immediately implies property 2.

Property 1. is also clear: if \( A < 0 \), then \( A' - A = A(\theta^2 - 1) + \sqrt{\Delta}\theta > 0 \) since both \( A \) and \( \theta^2 - 1 \) are negative.

For proving 3, assume that \( A' \geq A > 0 \). Then
0 ≤ A' - A = θ√Δ - A(1 - θ²)
< (1 + θ)√Δ - A(1 - θ²) = (1 + θ)(√Δ - A(1 - θ))
= \frac{1 + θ}{1 - θ}(B' - A' - C').

Thus A' ≥ A > 0, C' = A > 0, and B' > A' + C', hence Q' is Zagier reduced.

Finally assume that Q is Zagier reduced. Then ξ₂ = \frac{B + √Δ}{2A} > 1, and this implies n ≥ 2.

Now we can prove

**Proposition 1.18.** The map ρ is a reduction map. In fact, let Q = (A, B, C) be a quadratic form with positive discriminant Δ.

1. There is an integer ν > 0 such that ρ''(Q) is Z-reduced.
2. If Q is Zagier reduced, then so is ρ(Q).

**Proof.** If A is negative, then A' > A by Lemma 1.17lemmacount.1.17.1; thus repeatedly applying ρ will give us a form with positive first coefficient. By Lemma 1.17lemmacount.1.17.2, the first coefficient will then stay positive, and since C' = A, another application of ρ produces a form in which the first and the last coefficient are positive. Since the first coefficient stays positive, there must be a point at which A' ≥ A. But then Lemma 1.17lemmacount.1.17.1 tells us that one more application of ρ produces a Zagier reduced form.

If Q is Zagier reduced, then A', C' > 0, and

B' - A' - C' = (1 - θ)(√Δ - A(1 - θ)) > 0

because √Δ = n - θ - \frac{B + √Δ}{2A} > 1 - θ. Thus Q' = ρ(Q) is also Zagier reduced.

For each form Q there is a right neighbor ρ(Q). In general, many different forms might have the same right neighbor. This does not hold for forms (A, B, C) satisfying

\begin{equation}
\begin{cases}
\sqrt{Δ} < B' < \sqrt{Δ} + 2A & \text{if } A > 0, \\
\sqrt{Δ} + 2A < B' < \sqrt{Δ} & \text{if } A < 0.
\end{cases}
\end{equation}

Such forms are called semi-reduced (in Zagier’s sense).

**Proposition 1.19.** The reduction map ρ is injective on semi-reduced forms.

**Proof.**

Thus we can define a left neighbor λ(Q) by inverting the reduction map ρ. Assume that ρ(Q) = Q' for Q = (A, B, C) and Q' = (A', B', C'). Then we would like to have λ(Q') = Q if possible. To this end we set

1. A = C';
2. B + B' ≡ 0 mod 2C' and
\begin{equation}
\begin{cases}
\sqrt{Δ} < B < \sqrt{Δ} + 2C' & \text{if } C' > 0, \\
\sqrt{Δ} + 2C' < B < \sqrt{Δ} & \text{if } C' < 0.
\end{cases}
\end{equation}
3. B² - 4AC = Δ.

This allows us to compute A, B and C successively from A', B' and C'.

Here is an alternative characterization of λ(Q):

**Lemma 1.20.** Let Q' = (A', B', C') be a primitive quadratic form. Then λ(Q') = Q'|ₕ for S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, where n is an integer defined by n > \frac{B' + √Δ}{2C'} > n - 1.
Proof. Define an integer $n$ by $B = -B' + 2An$. Then
\[ C = \frac{B^2 - \Delta}{4A} = A' - B'n + C'n^2, \]
hence $Q = \lambda(Q') = Q'|S$ for $S = \begin{pmatrix} 0 & -1 \\ 1 & 1 \end{pmatrix}$.

Note that $n = \frac{B + B'}{2A} = \frac{B + B'}{2D}$. If $C' > 0$, then $B > \sqrt{\Delta}$ and $n > \frac{B + \sqrt{\Delta}}{2C'} > n - 1$. If $C' < 0$, then $B < \sqrt{\Delta}$ and again $n > \frac{B + \sqrt{\Delta}}{2C'} > n - 1$. \(\square\)

It follows from the construction of $\lambda$ that taking left and right neighbors are operations inverse to each other on the set of reduced forms:

**Lemma 1.21.** If $Q$ is semi-reduced, then $\lambda \circ \rho(Q) = Q$ and $\rho \circ \lambda(Q) = Q$.

This immediately implies the following

**Corollary 1.22.** The reduction map $\rho$ permutes the set of reduced forms.

Of course the same result holds for the reduction map $\lambda$.

**Proof.** We already know that $\rho$ maps reduced forms to reduced forms. Assume that $Q$ and $Q'$ are reduced forms with $\rho(Q) = \rho(Q')$. Applying $\lambda$ immediately shows that $Q = Q'$. \(\square\)

Since $\rho$ induces a permutation of the reduced forms, the orbits under this action are disjoint; these orbits are called cycles. Cycles of reduced forms do in general not have the same cardinality, as Table 1.6Cycles and Class numberstable shows. The main result of reduction theory proved below will show that the number $h^+(\Delta)$ of $\text{SL}_2(\mathbb{Z})$-equivalence classes is equal to the number of cycles.

Consider e.g. the principal form $Q_0 = (1, 1, -8)$ with discriminant $\Delta = 33$:

\[
\begin{pmatrix} 4 & 7 \\ 7 & 1 \end{pmatrix}
\]

The form $\rho(Q) = (4, 7, 1)$ is already Zagier reduced (actually, $\rho(Q_0)$ is Zagier reduced for every principal form $Q_0$; see Exercise 1Reduction of Binary Quadratic Formschapter.1.37ExercisesItem.124). The cycle of reduced forms has length 4; the product of the transformation matrices inside a cycle is equal to $S = S_2S_7S_2S_7 = \begin{pmatrix} 51 & 8 \\ -32 & -5 \end{pmatrix}$. This matrix $S$ transforms $Q$ into itself; such transformations are called automorphs. In the next section we will see that the automorph $S$ we have just found gives rise to the solution $(T, U) = (27, -8)$ of the Pell equation $T^2 + TU - 8U^2 = 1$.

It is also possible to apply $\lambda$ for reducing the form $Q = (1, 1, -8)$; we find $Q' = \lambda(Q) = (-8, 1, 1)$ and $\lambda(Q') = (1, 7, 4)$; from then on, $\lambda$ traverses the cycle above in the opposite direction.
1.5. Indefinite Forms: Zagier Reduction

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th># cycles</th>
<th>$h^+(\Delta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 1</td>
<td>(1, 3, 1)</td>
<td>1</td>
</tr>
<tr>
<td>8 1</td>
<td>(1, 4, 2), (2, 4, 1)</td>
<td>1</td>
</tr>
<tr>
<td>12 1</td>
<td>(1, 4, 1)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(2, 6, 3), (3, 6, 2)</td>
<td></td>
</tr>
<tr>
<td>13 1</td>
<td>(1, 5, 3), (3, 5, 1), (3, 7, 3)</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>(1, 5, 2), (2, 5, 1), (2, 7, 4), (4, 7, 2), (4, 9, 4)</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>(1, 6, 4), (4, 6, 1), (5, 10, 4), (4, 10, 5)</td>
<td>1</td>
</tr>
<tr>
<td>21 1</td>
<td>(1, 5, 1)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(3, 9, 5), (5, 9, 3), (5, 11, 5)</td>
<td></td>
</tr>
<tr>
<td>24 1</td>
<td>(1, 6, 3), (3, 6, 1)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(2, 8, 5), (5, 8, 2), (6, 12, 5), (5, 12, 6)</td>
<td>2</td>
</tr>
<tr>
<td>28 1</td>
<td>(1, 6, 2), (2, 6, 1)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(3, 8, 3), (6, 10, 3), (7, 14, 6), (6, 14, 7), (3, 10, 6)</td>
<td></td>
</tr>
<tr>
<td>29 1</td>
<td>(1, 7, 5), (5, 7, 1), (7, 13, 5), (7, 15, 7), (5, 13, 7)</td>
<td>2</td>
</tr>
<tr>
<td>33 1</td>
<td>(1, 7, 4), (4, 7, 1), (3, 9, 4), (4, 9, 3)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(2, 7, 2), (6, 9, 2), (8, 15, 6), (8, 17, 8), (6, 15, 8), (2, 9, 6)</td>
<td></td>
</tr>
<tr>
<td>37 1</td>
<td>(1, 7, 3), (3, 7, 1), (7, 11, 3), (9, 17, 7), (9, 19, 9), (7, 17, 9), (3, 11, 7)</td>
<td></td>
</tr>
<tr>
<td>40 1</td>
<td>(1, 8, 6), (6, 8, 1), (9, 16, 6), (10, 20, 9), (6, 16, 9)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(2, 8, 3), (3, 8, 2), (5, 10, 3), (3, 10, 5)</td>
<td></td>
</tr>
<tr>
<td>41 1</td>
<td>(1, 7, 2), (2, 7, 1), (5, 9, 2), (4, 11, 5), (8, 13, 4), (10, 19, 8)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(10, 21, 10), (8, 19, 10), (4, 13, 8), (5, 11, 4), (2, 9, 5)</td>
<td></td>
</tr>
<tr>
<td>44 1</td>
<td>(1, 8, 5), (5, 8, 1), (5, 12, 5)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(2, 10, 7), (7, 10, 2), (10, 18, 7), (11, 22, 10), (10, 22, 11), (7, 18, 10)</td>
<td></td>
</tr>
<tr>
<td>52 1</td>
<td>(1, 8, 3), (3, 8, 1), (4, 10, 3), (9, 14, 4), (12, 22, 9), (13, 26, 12), (12, 26, 13), (9, 22, 12), (4, 14, 9), (3, 10, 4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(2, 10, 6), (6, 10, 2), (6, 14, 6)</td>
<td></td>
</tr>
<tr>
<td>136 1</td>
<td>(1, 12, 2), (2, 12, 1)</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>(3, 14, 5), (10, 16, 3), (11, 24, 10), (6, 20, 11), (5, 16, 6)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(5, 14, 3), (6, 16, 5), (11, 20, 6), (10, 24, 11), (3, 16, 10)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(9, 26, 15), (18, 28, 9), (25, 44, 18), (30, 56, 25), (33, 64, 30)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(34, 68, 33), (33, 68, 34), (30, 64, 33), (25, 56, 30), (18, 44, 25)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(9, 28, 18), (15, 26, 9), (17, 34, 15), (15, 34, 17)</td>
<td></td>
</tr>
<tr>
<td>221 1</td>
<td>(1, 15, 1)</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>(5, 19, 7), (11, 21, 5), (7, 23, 11)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(7, 19, 5), (11, 23, 7), (5, 21, 11)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(13, 39, 25), (25, 39, 13), (35, 61, 25), (43, 79, 35), (49, 93, 43)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(53, 103, 49), (55, 109, 53), (55, 111, 55), (53, 109, 55)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(49, 103, 53), (43, 93, 49), (35, 79, 43), (25, 61, 35)</td>
<td></td>
</tr>
<tr>
<td>229 1</td>
<td>(1, 17, 15), (15, 17, 1), (27, 43, 15), (37, 65, 27), (45, 83, 37), (51, 97, 45)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(55, 107, 51), (57, 113, 55), (57, 115, 57), (55, 113, 57), (51, 107, 55)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(45, 97, 51), (37, 83, 45), (27, 65, 37), (15, 43, 27)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(3, 17, 5), (11, 19, 3), (9, 25, 11), (17, 29, 9), (19, 39, 17), (15, 37, 19), (5, 23, 15)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(5, 17, 3), (15, 23, 5), (19, 37, 15), (17, 39, 19), (9, 29, 17), (11, 25, 9), (3, 19, 11)</td>
<td></td>
</tr>
<tr>
<td>316 1</td>
<td>(1, 18, 2), (2, 18, 1)</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>(3, 20, 7), (14, 22, 3), (15, 34, 14), (6, 26, 15), (7, 22, 6)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(3, 22, 14), (7, 20, 3), (6, 22, 7), (15, 26, 6), (14, 34, 15)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(5, 24, 13), (18, 26, 5), (25, 46, 18), (26, 54, 25), (21, 50, 26), (10, 34, 21), (9, 26, 10), (13, 28, 9)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(5, 26, 18), (13, 24, 5), (9, 28, 13), (10, 26, 9), (21, 34, 10), (26, 50, 21), (25, 54, 26), (18, 46, 25)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(15, 44, 27), (30, 46, 15), (43, 74, 30), (54, 98, 43), (63, 118, 54), (70, 134, 63), (75, 146, 70), (78, 154, 75), (79, 158, 78), (78, 158, 79), (75, 154, 78), (70, 146, 75), (63, 134, 70), (54, 118, 63), (43, 98, 54), (30, 74, 43), (15, 46, 30), (27, 44, 15)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.6. Cycles and Class numbers
Remark. Looking at the cycles of Zagier reduced forms with discriminant $\Delta = 4 \cdot 79 = 316$, it is difficult to overlook the role of the middle coefficient $B$: I have started the cycle at a form with minimal $B$, and then subsequent applications of $\rho$ give rise to forms whose middle coefficient increases up to a maximum, and then returns to the minimal value. Perhaps these observations deserve to be studied more carefully.

The Main Theorem of Zagier Reduction

Forms contained in the same cycle are, by definition, equivalent. The converse result is a fundamental result in any serious reduction theory for binary quadratic forms.

Theorem 1.23. Two primitive $\mathbb{Z}$-reduced forms $Q, Q'$ with discriminant $\Delta$ are equivalent if and only if they belong to the same cycle.

While the idea behind the proof is rather simple, the actual argument is partially clouded by technical details, which we have packed into the fundamental

Lemma 1.24 (Fundamental Lemma). Assume that there are Zagier reduced forms $Q, Q'$ with $Q' = Q|_S$ for some matrix $S = \begin{pmatrix} x & y \\ z & w \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$. Then $S = S_a S_b \ldots S_h$ is the product of reduction matrices, and the forms $Q_1 = Q|_{S_a}, Q_2 = Q_1|_{S_b}, \ldots$ are all Zagier reduced.

Proof. Then

\begin{align}
A' &= Q(r, t) > 0, \\
C' &= Q(s, u) > 0,
\end{align}

\begin{align}
A' + C' - B &= Q(r - s, t - u) < 0.
\end{align}

If we had $t = u$, then $Q(r - s, t - u) = Q(r - s, 0) > 0$; this contradiction shows that $t \neq u$. Replacing $S$ by $-S$ if necessary we may assume that

\begin{equation}
u > t.
\end{equation}

• $t = 0$: Then $ru = 1$, and $u > t = 0$ shows that $r = u = 1$. Now observe that

\begin{align}
Q(s, 1) &= Q(s, u) > 0 > Q(r - s, t - u) = Q(s - 1, 1), \\
C' &= Q(0, 1) > 0 > Q(-1, 1) = A' + C' - B',
\end{align}

and since for a quadratic polynomial $Q(x, 1)$ there is at most one integer $n$ such that $Q(n, 1) > 0 > Q(n - 1, 1)$ we conclude that $s = 0$. Thus $S = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ and $Q' = Q$. In particular, $Q$ and $Q'$ belong to the same cycle.

• $t < 0$: we claim that $Q' = \rho^\nu(Q)$ for some $\nu \geq 1$, in other words: $Q' = Q|_S$, where $S \in \text{SL}_2(\mathbb{Z})$ is the product of the corresponding matrices $S_n$. Assume that $Q^* = \rho(Q)$, and that $S_n$ is the corresponding matrix; then $Q^* = Q|_{S_n}$. Let

\begin{equation}S^* = \begin{pmatrix} r^* & s^* \\ t^* & u^* \end{pmatrix} = S_n^{-1} S = \begin{pmatrix} -t & -u \\ r + tn & s + un \end{pmatrix}\end{equation}

be the matrix mapping $Q^*$ to $Q'$:

We claim that $S^*$ also satisfies the condition (1.20) of the Main Theorem of Zagier Reduction, i.e., that $u^* > t^*$. In fact, we have $r^* - s^* = u - t > 0$, and $Q(r^* - s^*, t^* - u^*) < 0$ implies that $r^* - s^*$ and $t^* - u^*$ have opposite signs.
Next we claim that $t < t^* \leq 0$. These inequalities are equivalent to $t < r + nt \leq 0$, that is, to

$$n - 1 < -\frac{r}{t} \leq n. \quad (1.21)$$

Since $A' = Q(r, t) > 0 > Q(r - s, t - u) = A' + C' - B'$ by (1.17The Main Theorem of Zagier Reductionequation.1.5.17) and (1.19The Main Theorem of Zagier Reductionequation.1.5.17), the polynomial $Q(x, -1) = Ax^2 - Bx + C$ is positive for $x = -\frac{t}{r}$ and negative for $x = -\frac{r - s}{t - u}$; moreover, $-\frac{r}{t} > -\frac{r - s}{t - u}$ because $ru - st = 1 > 0$. Thus the larger root $\xi_1 = \frac{B + \sqrt{A}}{2A}$ of $Q(x, -1)$ satisfies

$$-\frac{r - s}{t - u} < \xi_1 < -\frac{r}{t}.$$ 

The observation $n - 1 < \xi_1$ now implies the first inequality in (1.21The Main Theorem of Zagier Reductionequation.1.5.21).

For proving the second inequality, observe that $-\frac{r}{t} > n$ and $n > \xi_1$ would imply $-\frac{r - s}{t - u} < n < -\frac{r}{t}$, hence $-rt + su < nt(t - u) < -rt + su = 1$, which gives the contradiction $n \leq 1$.

Now our claim that $S$ is a product of matrices $S_n$ follows by induction: In the sequence $t < t' < t'' < \ldots \leq 0$, some element $t'\ldots$ must be 0; by what we have proved in the case $t = 0$, we have $Q^{t'\ldots} = Q$, and the corresponding transition matrix $S^{t'\ldots}$ is the identity matrix.

- $t > 0$: here we claim that $Q = \rho'(Q')$: from $Q' = Q|_S$ we get $Q = Q'|_{S^{-1}}$ for $S^{-1} = (\begin{smallmatrix} \frac{1}{r} & -1 \\ -1 & r \end{smallmatrix})$. Since $-t < 0$, the claim will follow from the second case above if we can show that $S^{-1}$ satisfies the condition (1.20The Main Theorem of Zagier Reductionequation.1.5.20), i.e., that $r > -t$.

To this end, observe that $\frac{-r}{t} < \frac{-r}{t+u}$ since $ru - st = 1 > 0$, hence the inequalities $Q(\frac{r}{t}, -1) > 0 > Q(\frac{-r}{t+u}, -1)$ coming from (1.17The Main Theorem of Zagier Reductionequation.1.5.17) and (1.19The Main Theorem of Zagier Reductionequation.1.5.17) imply that $\frac{-r}{t}$ is smaller than the smallest root of $Q(-x, 1) = 0$. This shows that

$$\frac{r}{t} < \frac{B + \sqrt{A}}{2A} < 1.$$ 

This finishes the proof of the Fundamental Lemma. \qed

The Fundamental Lemma allows us to give a clean

Proof of Thm. 1.23\lemmacount.1.23. If two forms belong to the same cycle, then they are clearly equivalent. Assume therefore that $(A', B', C') = (A, B, C)|_S$ for some $S = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z})$. By the fundamental Lemma 1.24\Fundamental Lemmalemmacount.1.24, $S = S_0S_1\ldots S_h$ is a product of reduction matrices. But then $Q'$ is in the same cycle as $S$ since applying $S_n$, $S_{n+1}, \ldots, S_h$ transforms $Q$ into $Q'$ via reduced forms. \qed

This result allows us to compute the class number for positive discriminants $\Delta$: list all Zagier reduced forms, and determine the cycles to which they belong.

### 1.6. Automorphs and the Pell Equation

Where the Pell Conic makes its first appearance.

Given a quadratic form $Q$, the set of all $S \in \text{SL}_2(\mathbb{Z})$ transforming $Q$ into itself forms a group with respect to composition of maps called the group of automorphs of $Q$. It is also called the special orthogonal group for $Q$ and is denoted by
Let \( Q = (A, B, C) \) be a primitive quadratic form with discriminant \( \Delta \), and assume that 
\( S = (T, u) \in \text{SL}_2(\mathbb{Z}) \) is an automorph. Recall that using \( M(Q) = \begin{pmatrix} 2B & 0 \\ 0 & 2C \end{pmatrix} \) we can write
the equation \( Q = Q|_{S} \) in the form \( M(Q) = M(Q|_{S}) = S'M(Q)S \) or, equivalently, as
\[
\begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix} \begin{pmatrix} r & s \\ t & u \end{pmatrix} = \begin{pmatrix} u - t & -s \\ -s & r \end{pmatrix} \begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix}.
\]
This gives us the three equations
\[
Bt = A(u - r), \quad As = -Ct, \quad Bs = C(r - u).
\]
The first two equations imply \( A \mid Bt \) and \( A \mid Ct \); since \( Q \) is primitive, we have \( \gcd(A, \gcd(B, C)) = 1 \), and we deduce that we must have \( A \mid t \). Setting \( U = \frac{t}{A} \in \mathbb{Z} \) we get \( s = -CU \) and \( t = AU \), as well as \( BU = u - r \). Now we distinguish two cases:

1. \( \Delta = 4m \): from \( B \equiv \Delta \mod 2 \) we see that \( B \) is even. This implies that \( A(r - u) \equiv C(r - u) \equiv 0 \mod 2 \), and since \( (A, B, C) \) is primitive, at least one of \( A \) or \( C \) is odd, so we must have \( r \equiv u \mod 2 \). Setting \( u + r = 2T \) for \( T \in \mathbb{Z} \) we can express \( r, s, t, u \) in terms of \( T, U \), and the coefficients \( A, B, C \) of \( Q \). These equations can be expressed in matrix form
\[
\begin{pmatrix} r & s \\ t & u \end{pmatrix} = \begin{pmatrix} T - \frac{BU}{2} & -CU \\ AU & T + \frac{2U}{2} \end{pmatrix}.
\]
Next \( 1 = ru - st = T^2 - mU^2 \), whence
\[
T^2 - mU^2 = 1. \tag{1.23}
\]
Thus every automorph comes from an integral solution of the Pell equation \( (1.23) \), and conversely, every integral solution of \( (1.23) \) gives rise to an automorph of \( Q \).

2. \( \Delta = 4m + 1 \): then \( B \equiv \Delta \mod 2 \) is odd, hence \( u + r \equiv u - r = BU \equiv U \mod 2 \).
Thus we can write \( r + u = 2T + U \) for some \( T \in \mathbb{Z} \), and then we get \( r = T + \frac{1 - BU}{2} \),
\[
1 = ru - st = T^2 + TU + U^2 \frac{1 - B^2}{4} + ACU^2 = T^2 + TU - mU^2.
\]
Collecting everything we get
\[
\begin{pmatrix} r & s \\ t & u \end{pmatrix} = \begin{pmatrix} T + \frac{1 - BU}{2} & -CU \\ AU & T + \frac{1 + BU}{2} \end{pmatrix}, \tag{1.24}
\]
as well as
\[
T^2 + TU - mU^2 = 1. \tag{1.25}
\]
The plane algebraic curve
\[
P_\Delta : Q_0(X, Y) = 1, \tag{1.26}
\]
where \( Q_0 \) is the principal form with discriminant \( \Delta \) defined in (1.7) (Representations by Quadratic Forms) (1.3.7), is called the Pell conic with discriminant \( \Delta \). The number of integral points on a Pell conic (that is, the number of integral solutions of the corresponding Pell equation) depends on the sign of the discriminant: for \( \Delta < 0 \), there are only finitely many integral points, whereas for nonsquare discriminants \( \Delta > 0 \) there are infinitely many.

We have shown:
Theorem 1.25. Let \( Q = (A, B, C) \) be a primitive binary quadratic form with discriminant \( \Delta \). Then the maps defined by (1.22) and (1.24) induce a bijection between automorphs \( S = \left( \begin{array}{cc} r & s \\ t & u \end{array} \right) \in SL_2(\mathbb{Z}) \) of \( Q \) and integral points \( (T, U) \) on the Pell conic \( Q_0(X, Y) = 1 \).

Multiplying through by 4 and completing the square shows that the Pell equations (1.23) and (1.25) both can be written in the form \( T^2 - \Delta U^2 = 4 \). For working with Pell conics over fields of characteristic 2, using Equation (1.25) is absolutely necessary.

Constructing automorphs of a quadratic form \( Q \) is equivalent to solving the associated Pell equation \( Q_0(X, Y) = 1 \), which is very easy for negative discriminants: if \( \Delta < -4 \), then the Pell equations \( Q_0(X, Y) = 1 \) only have the trivial solutions \( (\pm 1, 0) \); this follows from the fact that, for \( \Delta < -4 \), the equation \( X^2 - \Delta Y^2 = 4 \) only has the trivial integral solutions \( (X, Y) = (\pm 2, 0) \). For \( \Delta = -3 \) and \( \Delta = -4 \), there are solutions \( \neq (\pm 1, 0) \):

\[
\begin{array}{c|c|c}
\Delta & Q_0(X, Y) = 1 & \text{solutions (T, U)} \\
-3 & X^2 + XY + Y^2 = 1 & (\pm 1, 0); (0, \pm 1); (\pm 1, \mp 1) \\
-4 & X^2 + Y^2 = 1 & (\pm 1, 0); (0, \pm 1)
\end{array}
\]

For positive nonsquare values of \( \Delta \), there always seem to exist nontrivial solutions:

\[
\begin{array}{ccccccccc}
\Delta & T & U & \Delta & T & U & \Delta & T & U & \Delta & T & U \\
5 & 1 & 1 & 13 & 3 & 1 & 21 & 3 & 1 & 29 & 3 & 1 \\
25 & 3 & 1 & 53 & 22 & 7 & 85 & 37 & 9 & 197 & 3 & 1 \\
37 & 11 & 3 & 41 & 1729 & 640 & 73 & 2014249 & 534000 & 8 & 3 & 2 \\
61 & 69 & 11 & 3 & 107 & 181 & 40 & 196 & 72 & 17 & 4 \\
73 & 19 & 8 & 80 & 5432281 & 12754704 & 32 & 3 & 1 & 96 & 5 & 1 \\
101 & 19 & 6 & 104 & 51 & 10
\end{array}
\]

Fig. 1.2. Minimal Solutions of Pell Equations

There are several different proofs of the fact that the Pell equation always has nontrivial integral solutions for all positive nonsquare discriminants \( \Delta \). Here we will give a proof based on reduction theory of indefinite forms.

Solving the Pell Equation

Let \( \Delta > 0 \) be a nonsquare discriminant, and let \( Q \) be any reduced form with discriminant \( \Delta \). Then \( \rho(Q) = Q|_S \) for some transformation matrix \( S_\alpha \), and there is an integer \( m \geq 1 \) such that \( \rho^m(Q) = Q \). Let \( S = \prod S_\alpha \) be the product of the transformation matrices inside the cycle generated by \( Q \). Since the only automorph coming from the trivial solution of the Pell equation is the identity matrix (up to sign), we will have proved the next theorem if we can show that \( S \neq \pm I \):

Theorem 1.26. Let \( \Delta > 0 \) be a nonsquare discriminant. Then the Pell equation \( Q_0(T, U) = 1 \) always has a solution with \( U \neq 0 \).
Proposition 1.28. The automorphs \( S_{Q}^{(T,U)} \) of a quadratic form \( Q \) with discriminant \( \Delta \) form an abelian group \( \text{Aut}^+(Q) \) with respect to composition. By “transport of structure”, the set of integral points \((T,U)\) on the Pell conic \( P : Q_0(X,Y) = 1 \) becomes a group with respect to the addition law.
He generalized this to a procedure of solving $p_1.

Hermite [Her1848] showed how to solve the equation $p_2.


It is hardly ever mentioned in the relevant literature. A notable exception is the article Reduction: Goldbach-Euler, Lagrange, Gauss, Hurwitz, Hermite, Klein,

1.7. Notes

$(T, U) \oplus (T', U') = \begin{cases} (TT' + mUU', TU' + T'U) & \text{if } \Delta = 4m, \\ (TT' + mUU', TU' + T'U + UU') & \text{if } \Delta = 4m + 1. \end{cases}$

With this group law, the bijection $\mathcal{P}(\mathbb{Z}) \to \text{Aut}^+(Q)$ becomes an isomorphism of groups. Its neutral element is $(1, 0)$, and the inverse of $(T, U)$ is $(T + \sigma U, -U)$, where $\sigma \in \{0, 1\}$ is defined by $\Delta = 4m + \sigma$.

It is easy to describe the structure of all solutions of the Pell equation. For doing so, we need the “minimal solution” of the Pell equation $Q_0(T, U) = 1$: this is the unique solution $(T, U)$ with $T, U \geq 1$ such that any solution $(T', U')$ of the Pell equation with $T' \geq 1$ satisfies $T \leq T'$.

**Theorem 1.29.** Let $(T, U)$ be the minimal solution of $Q_0(X, Y) = 1$ with $T, U > 0$. Then every solution of the Pell equation has the form $(X, Y)$, where $X$ and $Y$ are given by $X + Y\omega = (-1)^n(T + U\omega)^n$; here $a \in \{0, 1\}$ and $n \in \mathbb{Z}$. Moreover, the map $(T + U\omega)^n \mapsto S_Q^{(T, U)}$ induces an isomorphism between the group of units $\varepsilon > 0$ in $\mathbb{O}_\Delta$ and the group of automorphs of a form $Q$ with discriminant $\Delta$.

**Proof.** We give the proof only for discriminants $\Delta = 4m$; the other case is left to the reader. For any integer $n \in \mathbb{Z}$, set $(T_n, U_n) = n(T, U)$; then $(T_0, U_0) = (1, 0)$ and $(T_1, U_1) = (T, U)$.

Let $(T', U')$ with $T', U' > 0$ be a solution and write $T_k \leq T' < T_{k+1}$. Then $U_k \leq U' < U_{k+1}$; in fact, we have $mU'^2 = T'^2 - 1 < T_{k+1}^2 - 1 = mU_{k+1}^2$, and the other claim follows similarly.

Define $(T'', U'') = (T', U') - k(T, U)$; we claim that $(T'', U'')$ is a solution of the Pell equation with $1 \leq T'' < T$. By the minimality of $T$, we must have $T'' = 1$, hence $T' = T_k$.

This is proved by induction: setting $(T'', U'') = (T', U') + (T, U)$ we find, if $\Delta = 4m$, that $T'' = T'T + mU'U$, hence $T'' \geq T_kT + mU_kU = T_{k+1}$ and $T'' < T_{k+1}T + mU_{k+1}U = T_{k+2}$, hence $T_{k+1} \leq T'' < T_{k+2}$.

\[ \square \]

1.7. Notes

Reduction: Goldbach-Euler, Lagrange, Gauss, Hurwitz, Hermite, Klein,

Although the condition (1.34equation.1.8.34) for reduced forms is extremely simple, it is hardly ever mentioned in the relevant literature. A notable exception is the article [CB2006] by Castaño-Bernard.

**Cornacchia et al**

Hermite [Her1848] showed how to solve the equation $p = x^2 + y^2$ for primes $p \equiv 1 \mod 4$ by solving the congruence $a^2 + 1 \equiv 0 \mod p$ and developing $2/p$ into a continued fraction. He generalized this to a procedure of solving $p^2 = x^2 + my^2$ in [Her1849].

Theorem 1.2lemmacount.1.2 is a special case of a result due to Latimer & MacDuf-fee [LMD1933]. It was popularized by Olga Taussky in various articles, starting with [Tau1949].

Legendre (see [Leg1798, p. 69–76]; [Leg1808, p. 61–76]; [Leg1830, I, p. 72–80]) proved that the minimal number represented by the reduced positive definite form $(A, B, C)$ is $A$. 
The next two minimal numbers represented by \((A, B, C)\) were given by Hermite [Her1851, p. 168], and two more by Humbert [Hu1915] and Julia [Ju1916]; see Exer. 1Reduction of Binary Quadratic Forms chapter.1.33ExercisesItem.120 for the exact statements.

Mertens [Mer1880] gave a simplified proof of Gauss’s Theorem that two forms are equivalent if and only if they belong to the same cycle. His proof was further streamlined by Scholz [Sch1939] and Rehm [Reh2006].

The connection between the action of \(\text{SL}_2(\mathbb{Z})\) on the upper half plane and the reduction theory of positive definite binary quadratic forms was already noticed by Gauss [Gau1900b, p. 105]. As a matter of fact, Gauss let

\[
\Gamma(2) = \left\{ \left( \begin{array}{cc} r & s \\ t & u \end{array} \right) : ru - st = 1, r \equiv u \equiv 1, s \equiv t \equiv 0 \mod{2} \right\}
\]

act on the right half plane via \( (r s \ t u) z = rz - si \) (see Houzel [Hou2007]).

Continued Fractions

The first investigation of “negative continued fractions” is due to Möbius [Moe1830] and, independently, to Stern [Ste1866]; see also Perron [Per1913] and Zurl [Zur1936]. For a modern treatment of these continued fractions, see Katok [Kat2001, Chap. 1]. Minnigerode [Min1873b] introduced a notion of reduced forms that lies somewhat between Gauss’s and Zagier’s. Negative continued fractions resurfaced in the work of Hirzebruch [Hir1973] on singularities of Hilbert modular surfaces; as a corollary, he obtained an “amusing” class number formula which was proved more directly by Zagier [Zag1975b] in connection with Kronecker’s limit formula. Connections between negative continued fractions and quadratic forms (and Dedekind sums) had earlier been observed by Rademacher [Rad1956]. The reduction theory of quadratic forms corresponding to these negative continued fractions was worked out by Zagier in his book [Zag1981]; although Zagier’s book became well known, Zagier reduction did not become popular; it was used, however, by Choie & Parson [CP1989, CP1991].

The caliber of a quadratic number field was introduced by Lachaud [Lac1984, Lac1988]. Zagier [Zag1981] had called the cycle length with respect to Zagier reduction the \textit{length} of the form class.

The Pell Equation.

The Pell equation has a long history. In his measurement of the circle, where Archimedes gave bounds for \(\pi\) (the ratio of the circumference and the diameter of a circle), the estimates

\[
\frac{265}{153} < \sqrt{3} < \frac{1351}{780}
\]

for the square root of 3 were used (without comments). Since \(265^2 - 3 \cdot 153^2 = -2\) and \(1351^2 - 3 \cdot 780^2 = 1\), these estimates must have come from some procedure generating solutions of the equations \(x^2 - 3y^2 = -2\) and \(x^2 - 3y^2 = 1\).

The Pell equation also appears in another contribution by Archimedes, the famous cattle problem (the smallest solution of the equation in this problem has more than 200,000 digits). For more, see [JW2009, Chap. 2.1].

Indian mathematicians such as Brahmagupta (598–670) and Bhaskara II (1114–1185) gave recipes for solving the Pell equation. The contributions of the Indian mathematicians to number theory became known in the west through Colebrooke’s translation [Col1817] of the algebra of Brahmagupta and Bhascara. A little later, Chasles [Cha1837] discussed
their work on quadratic diophantine equations. For a detailed exposition of the “cyclic method”, see Selenius [Sel1963, Sel1975]. The first proof that the cyclic method always produces a solution of the Pell equation was provided by Ayyangar [Ayy1929, Ayy1940].

Fermat posed the problem of solving the Pell equation as a challenge for the English mathematicians, and Brouncker gave a method for doing so, but failed to prove that his method always provides a solution. Fermat claimed to have such a proof; for reconstructions of what he might have had in mind, see Hofmann [Hof1944] or Weil [Wei1977, Wei1984].

Euler described Brouncker’s method using continued fractions, and Lagrange finally proved that this method for solving the Pell equation \( X^2 - DY^2 = 1 \) always produces a solution whenever \( D \) is a nonsquare positive integer.

1.8. Projects

We now describe several projects in which readers are asked to provide the proofs themselves.

1.8.1 The Complex Upper Half Plane

In this project we give a geometric description of the reduction of positive definite quadratic forms. This point of view becomes indispensible for studying complex multiplication, an area closely related to the more advanced arithmetic of elliptic curves, but also tied to certain questions related to binary quadratic forms such as Gauss’s class number 1 problem, or the theory of Heegner points.

Consider a positive definite form \( Q = (A, B, C) \) with discriminant \( \Delta = B^2 - 4AC < 0 \); the quadratic polynomial \( f_Q(X) = Q(X, 1) = AX^2 + BX + C \) has two roots, namely \( x_{1,2} = \frac{-B \pm \sqrt{-\Delta}}{2A} \). To each such form \( Q \), we associate the root \( z(Q) \) with positive imaginary part by setting

\[
    z(Q) = \frac{-B + i\sqrt{-\Delta}}{2A}.
\]

This complex number is a point in the upper half plane \( \mathcal{H} = \{z \in \mathbb{C} : \text{Im } z > 0\} \). Note that from every such point we can get back the form \( Q \); the coefficients \( A \) and \( B \) can be read off directly, and then \( C \) can be determined from \( \Delta = B^2 - 4AC \). Let us record the following observation:

**Lemma 1.30.** For every positive definite form \( Q = (A, B, C) \) and the associated point \( z = z(Q) \), we have

\[
    AX^2 + BXY + CY^2 = A(X - zY)(X - \bar{z}Y).
\]

It is clear that the modular group \( \text{SL}_2(\mathbb{Z}) \) acts on these roots; by studying this action, we can give a geometric description of Lagrange’s theory of reduction.

**Remark.** Dirichlet studied the action of the modular group \( \text{SL}_2(\mathbb{Z}) \) on the roots of the polynomial \( f_Q(X) = AX^2 + BX + C \) attached to a positive definite form \( Q = (A, B, C) \), and called the root with positive imaginary part the first root. Dedekind then viewed these roots as elements of the upper half plane and introduced the fundamental domain. A sketch of this fundamental domain was also found in the posthumous papers of Gauss.

We start by making \( \text{SL}_2(\mathbb{Z}) \) act on the upper half plane \( \mathcal{H} \) via

\[
    S(z) = \frac{rz + s}{tz + u} \quad (1.27)
\]
for $S = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)$. Observe that this resembles the action of $SL_2(\mathbb{Z})$ on the projective line (see (A.1The Projective Line equation A.4.1)); in fact, the upper half plane is just a piece of the complex projective line $\mathbb{P}^1\mathbb{C}$. This suggests defining analogs of the upper half plane for $\mathbb{P}^1\mathbb{F}_p$ and $\mathbb{P}^1\mathbb{F}_p[T]$ as well. Can you work out the details?

**Proposition 1.31.** Equation (1.27The Complex Upper Half Plane equation.1.8.27) defines an action of $SL_2(\mathbb{Z})$ on the upper half plane:

1. For $z \in \mathcal{H}$ we have $S(z) \in \mathcal{H}$.
2. We have $Iz = -Iz = z$ for the identity matrix $I$ and its additive inverse $-I$.
3. We have $(ST)z = S(Tz)$ for $z \in \mathcal{H}$ and $S, T \in SL_2(\mathbb{Z})$.

The action of $SL_2(\mathbb{Z})$ on the upper half is compatible with the action of $SL_2(\mathbb{Z})$ on quadratic forms:

**Lemma 1.32.** Let $Q$ be a positive definite quadratic form. Then $z(Q)S = S^{-1}z(Q)$ for all $S \in SL_2(\mathbb{Z})$.

In the following, the matrices $T = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)$ and $S = \left( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right)$ will play a prominent role. $T$ represents a shift by 1 to the right since $T(z) = z + 1$, and $S$ is the composition of reflection at the unit circle and a reflection at the imaginary axis ($S(z) = -\frac{1}{\bar{z}}$). It is easily checked that $S^2 = (ST)^3 = -I$. Note that although $S$ and $ST$ have finite order, the product $S \cdot ST = T$ has infinite order.

**Definition.** We define an equivalence relation on $\mathcal{H}$ by setting $z' \sim z$ for $z, z' \in \mathcal{H}$ if $z' = M(z)$ for some $M \in SL_2(\mathbb{Z})$. We also define the fundamental domain $F$ with respect to this action by

$$F = \{z \in \mathcal{H} : |z| \geq 1, -\frac{1}{2} \leq \text{Re}(z) < \frac{1}{2}, \text{ and } \text{Re}(z) \leq 0 \text{ if } |z| = 1\}.$$ 

With this definition, we have

**Lemma 1.33.** A binary quadratic form $Q = (A, B, C)$ with negative discriminant is reduced if and only if $z(Q) \in F$.

It follows from Lagrange’s reduction theory that every point $z(Q)$, where $Q$ is a positive definite binary quadratic form, is equivalent to a unique point inside $F$. The next result, which is fundamental in the theory of modular forms, shows that this holds for all points in the upper half plane, not just those of the form $z(Q)$:

**Theorem 1.34.** The fundamental domain $F$ is a complete set of representatives for $\mathcal{H}/\sim$, i.e., for every $z \in \mathcal{H}$ there is a unique $z' \in F$ with $z' \sim z$.

Moreover, if $gz = z$ for some $z \in D$ and $g \in \Gamma = PSL_2(\mathbb{Z})$, then

$$\begin{cases} z = i \quad \text{and } g = S; \\ z = \rho \quad \text{and } g = ST \text{ or } g = (ST)^2. \end{cases}$$

**Theorem 1.35.** The group $\Gamma = PSL_2(\mathbb{Z})$ is generated by $S$ and $T$.

If you know some group theory, then this result can be stated in the form $\Gamma = \langle S, T | S^2 = (ST)^3 = 1 \rangle$; in more fancy language, this means that $\Gamma$ is the free product of $\langle S \rangle \cong \mathbb{Z}/2\mathbb{Z}$ and $\langle ST \rangle \cong \mathbb{Z}/3\mathbb{Z}$.

**The Real Analog** For finding a real analog of the upper half plane, one should replace the complex numbers $a + bi$ with $i^2 = -1$ by numbers of the form $a + bj$, where $j^2 = -1$. These numbers are added and multiplied in the obvious way; for example, we have $(a + bj)(c + dj) = ac + bd + (ad + bc)j$. The dual numbers form a two-dimensional algebra over the reals; since $(1 + j)(1 - j) = 1 - j^2 = 0$, this algebra contains zero divisors, and is not a division algebra (an algebra is called a division algebra if we can divide by nonzero elements; in the dual numbers, division by $1 + j$ is not possible).
1.8.2 Gauss Reduction

Let \( Q = (A, B, C) \) be an indefinite quadratic form of discriminant \( \Delta > 0 \) (in the following, we will always assume that \( \Delta \) is not a square). Let \( A \) be an integer such that \(|A|\) is minimal among all numbers represented by \( Q \). By changing \( B \) modulo \( 2A \) we can demand that \( B \) lies in some fixed interval of length \( 2A \). We could choose \( \sqrt{\Delta} - |A| < B < \sqrt{\Delta} + |A| \) (this choice minimizes \( |B^2 - \Delta| \)), but almost everyone follows Gauss’s condition \( \sqrt{\Delta} - 2|A| < B < \sqrt{\Delta} \) (forms satisfying this condition are called semi-reduced); thus, in particular, \( B < \sqrt{\Delta} \).

Since \(|A|\) is minimal, we must have \(|A| \leq |C|\), hence our forms satisfy
\[
\begin{cases}
\sqrt{\Delta} - 2|A| < B < \sqrt{\Delta}, \\
\sqrt{\Delta} - 2|C| < B < \sqrt{\Delta}.
\end{cases}
\] (1.28)

Forms with these properties are called Gauss reduced (or, in this section, simply reduced). Every reduced form is semi-reduced, and for every indefinite form \( (A, B, C) \) there is exactly one semi-reduced form \( (A, B', C') \). The symmetry of the conditions for a form to be reduced implies that \( (A, B, C) \) is reduced if and only if \( (C, B, A) \) is.

The analog of Thm. 1.14lemmacount.1.14 is:

**Theorem 1.36.** Let \( Q = (A, B, C) \) be a primitive indefinite form with discriminant \( \Delta = B^2 - 4AC \), and let \( \xi_1 \) and \( \xi_2 = \xi_1' \) denote the two roots of the quadratic equation \( Q(x, 1) = Ax^2 + Bx + C = 0 \). Then the following statements are equivalent:

\[
(A, B, C) \text{ is reduced.} \quad (1.29)
\]
\[
(C, B, A) \text{ is reduced.} \quad (1.30)
\]
\[
0 < \sqrt{\Delta} - B < 2|A| < \sqrt{\Delta} + B. \quad (1.31)
\]
\[
0 < \sqrt{\Delta} - B < 2|C| < \sqrt{\Delta} + B. \quad (1.32)
\]
\[
\xi_1\xi_2 < 0, \quad |\xi_1| < 1 < |\xi_2|. \quad (1.33)
\]
\[
AC < 0, \quad B > |A + C|. \quad (1.34)
\]

It is clear from the following lemma that there are only finitely many reduced forms of a given discriminant:

**Lemma 1.37.** If the indefinite form \( Q = (A, B, C) \) is reduced, then
\[
B > 0, \quad AC < 0, \quad \text{and} \quad 0 < |A|, |B|, |C| < \sqrt{\Delta}.
\]
For discriminants $\Delta > 5$, the principal form $Q_0$ is not reduced.

**Lemma 1.38.** For every positive discriminant $\Delta$, the principal form $Q_0$ is equivalent to a unique reduced form $(1, B, C)$, where $B$ is the largest integer with $B < \sqrt{\Delta}$ and $B \equiv \Delta \mod 2$.

For a form $Q = (A, B, C)$ with discriminant $\Delta$, the form $\rho(Q) = Q' = (A', B', C')$ is called the right neighbor of $Q$ if it satisfies the following conditions:

1. $A' = C$;
2. $B + B' \equiv 0 \mod 2A'$ and $\sqrt{\Delta - |2A'|} < B' < \sqrt{\Delta}$;
3. $B'^2 - 4A'C' = \Delta$.

Observe that these conditions determine respectively $A'$, $B'$ and $C'$. Observe also that $\rho(Q) = Q|S$ for $S = (\begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix}) = (\begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix})(1 - t)$, where $t$ is determined by $B + B' = 2Ct$.

**Lemma 1.39.**
1. If $Q$ is a primitive indefinite form, then $\rho(Q)$ is semi-reduced.
2. If $Q$ is reduced, then so is $\rho(Q)$.

**Lemma 1.40.** Let $Q = (A, B, -A)$ be a quadratic form with discriminant $\Delta = B^2 + 4A^2$, let $c$ denote the class of $Q$ in $Cl^+(\Delta)$, and $k$ the class of $-Q_0$, where $-Q_0 = (-1, 0, m)$ or $(-1, -1, m)$ according as $\Delta = 4m$ or $\Delta = 4m + 1$. Then $c^2 = k$.

Prove that these cycles have the following properties:

1. Every reduced form belongs to some cycle. What we have to prove here is that every reduced form is part of the cycle it generates, that is, we have to prove that if $Q$ is reduced and $\rho^{m-1}(Q) = Q$, then $\rho^m(Q) = Q$.
2. Forms in the same cycle are equivalent.
3. Forms in different cycles are not equivalent.

### 1.8.3 Zagier’s One-Line Proof of the Two-Squares Theorem

In this project, we analyze Heath-Brown’s short proof of the fact that primes $p \equiv 1 \mod 4$ are sums of two squares, which was popularized by Zagier [Zag1990]. Zagier’s proof is a modification of a proof given by Heath-Brown [HB1984], which in turn is apparently connected to results obtained by Liouville. For more on this proof, see Elsholtz [Els1994, Els2003] and Jackson [Jac2000a, Jac2000b].

**Zagier’s Version.** Zagier’s proof works with a set

$$S = \{(x, y, z) \in \mathbb{N}^3 : x^2 + 4yz = p\}.$$

The map

$$g : (x, y, z) \mapsto \begin{cases} 
(x + 2z, z, y - x - z) & \text{if } x < y - z, \\
(2y - x, y, x - y + z) & \text{if } y - z < x < 2y, \\
(x - 2y, x - y + z, y) & \text{if } x > 2y 
\end{cases}$$

defines an involution on $S$ with exactly one fixed point $(1, 1, \frac{p-1}{4})$. Thus $S$ has odd cardinality, hence the involution

$$(x, y, z) \mapsto (x, z, y)$$

also has exactly one fixed point. Thus there is a point $(x, y, z) \in S$ with $y = z$, and we have $p = x^2 + 4y^2$.

As short and elegant this proof is, many people have complained that they do not understand what makes it work. In this section we will uncover the underlying structure.
<table>
<thead>
<tr>
<th>$\Delta h^+$</th>
<th>cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1 (1, 1, −1), (−1, 1, 1)</td>
</tr>
<tr>
<td>8</td>
<td>1 (1, 2, −1), (−1, 2, 1)</td>
</tr>
<tr>
<td>12</td>
<td>2 (1, 2, −2), (−2, 2, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 2, 2), (2, 2, −1)</td>
</tr>
<tr>
<td>13</td>
<td>1 (1, 3, −1), (−1, 3, 1)</td>
</tr>
<tr>
<td>17</td>
<td>1 (1, 3, 2), (−2, 1, 2), (2, 3, −1), (−1, 3, 2), (2, 1, −2), (−2, 3, 1)</td>
</tr>
<tr>
<td>20</td>
<td>1 (1, 4, −1), (−1, 4, 1)</td>
</tr>
<tr>
<td>21</td>
<td>2 (1, 3, −3), (−3, 3, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 3, 3), (3, 3, −1)</td>
</tr>
<tr>
<td>24</td>
<td>2 (1, 4, −2), (−2, 4, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 4, 2), (2, 4, −1)</td>
</tr>
<tr>
<td>28</td>
<td>2 (1, 4, −3), (−3, 2, 2), (2, 2, −3), (−3, 4, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 4, 3), (3, 2, −2), (−2, 2, 3), (3, 4, −1)</td>
</tr>
<tr>
<td>29</td>
<td>1 (1, 5, −1), (−1, 5, 1)</td>
</tr>
<tr>
<td>32</td>
<td>2 (1, 4, −4), (−4, 4, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 4, 4), (4, 4, −1)</td>
</tr>
<tr>
<td>33</td>
<td>2 (1, 5, −2), (−2, 3, 3), (3, 3, −2), (−2, 5, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 5, 2), (2, 3, −3), (−3, 3, 2), (2, 5, −1)</td>
</tr>
<tr>
<td>37</td>
<td>1 (1, 5, −3), (−3, 1, 3), (3, 5, −1), (−1, 5, 3), (3, 1, −3), (−3, 5, 1)</td>
</tr>
<tr>
<td>40</td>
<td>2 (1, 6, −1), (−1, 6, 1)</td>
</tr>
<tr>
<td></td>
<td>(2, 4, −3), (−3, 2, 3), (3, 4, −2), (−2, 4, 3), (3, 2, −3), (−3, 4, 2)</td>
</tr>
<tr>
<td>41</td>
<td>1 (1, 5, −4), (−4, 3, 2), (2, 5, −2), (−2, 3, 4), (4, 5, −1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 5, 4), (4, 3, −2), (−2, 5, 2), (2, 3, −4), (−4, 5, 1)</td>
</tr>
<tr>
<td>44</td>
<td>2 (1, 6, −2), (−2, 6, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 6, 2), (2, 6, −1)</td>
</tr>
<tr>
<td>45</td>
<td>2 (1, 5, −5), (−5, 5, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 5, 5), (5, 5, −1)</td>
</tr>
<tr>
<td>48</td>
<td>2 (1, 6, −3), (−3, 6, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 6, 3), (3, 6, −1)</td>
</tr>
<tr>
<td>52</td>
<td>1 (1, 6, −4), (−4, 2, 3), (3, 4, −3), (−3, 2, 4), (4, 6, −1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 6, 4), (4, 2, −3), (−3, 4, 3), (3, 2, −4), (−4, 6, 1)</td>
</tr>
<tr>
<td>53</td>
<td>1 (1, 7, −1), (−1, 7, 1)</td>
</tr>
<tr>
<td>56</td>
<td>2 (1, 6, −5), (−5, 4, 2), (2, 4, −5), (−5, 6, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 6, 5), (5, 4, −2), (−2, 4, 5), (5, 6, −1)</td>
</tr>
<tr>
<td>76</td>
<td>2 (1, 8, −3), (−3, 4, 5), (5, 6, −2), (−2, 6, 5), (5, 4, −3), (−3, 8, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 8, 3), (3, 4, −5), (−5, 6, 2), (2, 6, −5), (−5, 4, 3), (3, 8, −1)</td>
</tr>
<tr>
<td>134</td>
<td>4 (1, 10, −9), (−9, 8, 2), (2, 8, −9), (−9, 10, 1)</td>
</tr>
<tr>
<td></td>
<td>(−1, 10, 9), (9, 8, −2), (−2, 8, 9), (9, 10, −1)</td>
</tr>
<tr>
<td></td>
<td>(3, 8, −6), (−6, 4, 5), (5, 6, −5), (−5, 4, 6), (6, 8, −3), (−3, 10, 3)</td>
</tr>
<tr>
<td></td>
<td>(−3, 8, 6), (6, 4, −5), (−5, 6, 5), (5, 4, −6), (−6, 8, 3), (3, 10, −3)</td>
</tr>
<tr>
<td>229</td>
<td>3 (1, 15, −1), (−1, 15, 1)</td>
</tr>
<tr>
<td></td>
<td>(3, 11, −9), (−9, 7, 5), (5, 13, −3), (−3, 11, 9), (9, 7, −5), (−5, 13, 3)</td>
</tr>
<tr>
<td></td>
<td>(3, 13, −5), (−5, 7, 9), (9, 11, −3), (−3, 13, 5), (5, 7, −9), (−9, 11, 3)</td>
</tr>
</tbody>
</table>

**Table 1.7.** Cycles of Gauss-Reduced Forms with Discriminants $0 < \Delta \leq 56$. 
Heath-Brown’s Version. Heath-Brown works with three involutions. He starts by considering the finite set 
\[ S = \{(x, y, z) \in \mathbb{Z}^3 : 4xy + z^2 = p, x > 0, y > 0\}, \]
on which he defines the involution 
\[ f : (x, y, z) \mapsto (y, x - z). \]
This map \( f \) sends solutions in 
\[ T = \{(x, y, z) \in S : x > 0\} \]
to solutions in \( S \setminus T \) and has no fixed points. Similarly, \( f \) maps the solutions in 
\[ U = \{(x, y, z) \in S : x - y + z > 0\} \]
to solutions in \( S \setminus U \).
Thus \( f \) sets up bijections between \( T \) and \( S \setminus T \), as well as between \( U \) and \( S \setminus U \). This implies that these sets all have the same cardinality.
The second involution is defined on \( U \) by 
\[ g : (x, y, z) \mapsto (x - y + z, y, 2y - z). \]
It has exactly one fixed point \((\frac{p - 1}{4}, 1, 1)\), hence \( U \) must have odd cardinality.
Finally, the involution on \( T \) defined by 
\[ h : (x, y, z) \mapsto (y, x, z) \]
must have a fixed point since \( T \) and \( U \) have odd cardinality. Thus there is a solution 
\((x, y, z) \in S \) with \( x = y \), and this implies the claim.

Interpretation using Quadratic Forms. The first observation is that the points 
\((x, y, z) \in S \) correspond to binary quadratic forms \((A, B, C) = (y, x, z)\) with discriminant \( p \) and \( A < 0, B, C > 0 \). The fixed point of the second involution is the form \((-y, x, y)\).
Frick [Fri1918] has shown that if \( \Delta = a^2 + 4b^2 \) is odd and a sum of two squares, then the form \( Q = (b, a, -b) \) is Gauss reduced and is contained in the principal cycle, which always has even length since the signs of the first coefficient change in each reduction step.
Zagier’s proof is based on a slightly modified reduction map \( \zeta \) with the property that the principle cycle has odd length.

Consider binary quadratic forms \((A, B, C)\) with prime discriminant \( \Delta = B^2 - 4AC = p \), where \( p \equiv 1 \mod 4 \) is prime. Call such a form pre-reduced if \( A < 0, B > 0 \) and \( C > 0 \). Clearly there are only finitely many pre-reduced forms, and they satisfy \( 0 < B < \sqrt{p} \), \( 0 > A \geq -\frac{p - 1}{4} \), and \( 0 < C < \frac{p - 1}{4} \).
The following observation is trivial:

Lemma 1.41. If \((A, B, C)\) is pre-reduced, then so is \((-C, B, -A)\).
Define a map \( \zeta \) sending a pre-reduced form \((A, B, C)\) to 
\[ \zeta(A, B, C) = \begin{cases} 
(A + B + C, B + 2C, C) & \text{if } A + B + C < 0, \\
(-A - B - C, -B - 2A, -A) & \text{if } A + B + C > 0, B + 2A < 0, \\
(A, B + 2A, A + B + C) & \text{if } A + B + C > 0, B + 2A > 0.
\end{cases} \]
Observe that \( A + B + C = 0 \) implies \( \Delta = B^2 - 4AC = (A - C)^2 \) is a square. Similarly, \( B + 2A = 0 \) implies \( \Delta = 4A(A - C) \), which is impossible for discriminants \( \Delta = 4m + 1 \).
Lemma 1.42. If $Q$ is pre-reduced, then so is $\zeta(Q)$.

Proof. Set $\zeta(A, B, C) = (A', B', C')$. There are three cases to consider.

1. $A + B + C < 0$. Here $A' = A + B + C < 0, C' = C > 0$ and $B + 2C > B > 0$.
2. $A + B + C > 0, B + 2A < 0$. Then $A' = -A - B - C < 0, B' = -B - 2A > 0$ and $C' = -A > 0$.
3. $A + B + C > 0, B + 2A > 0$. Then $A' = A < 0, B' = B + 2A > 0$ and $C' = A + B + C > 0$.

This completes the proof.

Now we claim

Lemma 1.43. We have $Q \sim \zeta(Q)$, where $\sim$ denotes equivalence with respect to the action of $\text{GL}_2(\mathbb{Z})$ defined by (3.18 Class Groups in the Strict and Wide Sense equation.3.6.18).

Proof. Again we distinguish three cases:

- $A + B + C < 0$: here $\zeta(Q) = Q|S$ for $S = (\begin{smallmatrix} 1 & 0 \\ 1 & 1 \end{smallmatrix})$.
- $A + B + C > 0, B + 2A < 0$: here $S = (\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix})$.
- $A + B + C > 0, B + 2A > 0$: here $S = (\begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix})$.

Note that $\text{det}(\begin{smallmatrix} 1 & 1 \\ 1 & 1 \end{smallmatrix}) = -1$.

Proposition 1.44. Every primitive form with discriminant $\Delta \equiv 1 \text{ mod } 4$ is $\text{GL}_2(\mathbb{Z})$-equivalent to a pre-reduced form.

Proof. Every primitive form is $\text{SL}_2(\mathbb{Z})$-equivalent to a Gauss-reduced form $(A, B, C)$, which satisfies $B > 0$ and $AC < 0$. If $(A, B, C)$ is not pre-reduced, then $(-C, B, -A)$ is; but ??

Lemma 1.45. The map $\zeta$ is injective on the set of pre-reduced forms.

Proof.

The injectivity of $\zeta$ is an immediate consequence of the fact that $\zeta$ can be written as a composition of two involutions.

The cycle of pre-reduced forms with discriminant $\Delta = 41$ produced by $\zeta$ is given by

$$(-10, 1, 1), (-8, 3, 1), (-4, 5, 1), (-2, 3, 4), (-4, 1, 2), (-2, 5, 2),$$

$$(-2, 1, 5), (-4, 3, 2), (-1, 5, 4), (-1, 3, 8), (-1, 1, 10), (-10, 1, 1).$$

In the center of the anti-symmetric cycle there is the form $(-2, 5, 2)$. Forms $(A, B, -A)$ give a representation of $p$ as a sum of two squares: $p = B^2 + 4A^2$.

Lemma 1.46. If $\zeta(A, B, C) = (A', B', C')$, then $\zeta(-C', B', -A') = (-C, B, -A)$.

Proof. We distinguish three cases.

- $A + B + C < 0$: here $(A', B', C') = (A + B + C, B + 2C, C)$, hence $(-C', B', -A') = (-C, B + 2C, -A - B - C)$. Thus $-C' + B' - A' = -A > 0$ and $B' - 2C' = B + 4C > 0$, hence $\zeta(-C', B', -A') = (-C, B, -A)$ as claimed.
- $A + B + C > 0, B + 2A < 0$;
- $A + B + C > 0, B + 2A > 0$: 
1.8.4 Gauss’s Class Number Problem.

In this project we discuss Gauss’s conjecture that there are no discriminants $\Delta < -163$ with class number 1. Here is a list of the fundamental discriminants with class number 1 and 2:

$$\begin{array}{c|c}
 h & \Delta \\
\hline
 1 & -3, -4, -7, -8, -11, -19, -43, -67, -163 \\
\end{array}$$

In addition, the following non-fundamental discriminants have class number 1 or 2:

$$\begin{array}{c|c}
 h & \Delta \\
\hline
 1 & -12, -16, -27 \\
 2 & -28, -32, -36, -48, -64, -72, -75, -99, -100, -147 \\
\end{array}$$

The following claims are easy to prove:

1. Assume that $m \equiv 2, 3 \mod 4$ is squarefree and $m < -2$, and let $\Delta = 4m$. Then $h(\Delta) > 1$.
   If $m \equiv 3 \mod 4$, then $(1, 0, -m)$ and $(2, 2, \frac{1-m}{2})$ are distinct reduced forms with discriminant $4m$. If $m \equiv 2 \mod 4$, consider $(1, 0, -m)$ and $(2, 0, -m/2)$.

2. If $\Delta = 1 - 4m$ and $h(\Delta) = 1$, then $\Delta$ is prime.
   If $p | \Delta$, then $p$ is represented by some form, and since $h = 1$, by the principal form: $p = x^2 + xy + my^2$. Thus $4p = (2x + 1)^2 - \Delta y^2$, and $p | (2x + 1)$. Show that $2x + 1 = 0$ and deduce that $p = \Delta$.

3. If $\Delta = 1 - 4m < -3$ and $h(\Delta) = 1$, then $m$ is prime.
   Again, $p$ is represented by the principal form. Now use Legendre’s Lemma.

4. If $\Delta = 1 - 8m < -7$, then $h(\Delta) > 1$.
   This is because the form $(2, 1, m)$ is reduced and not equivalent to the principal form.

5. If $\Delta = 1 - 4m$ and $h(\Delta) = 1$, then $(\frac{\Delta}{p}) = -1$ for all $p < m$.
   This is proved exactly as the preceding claim.

6. If $\Delta = 1 - 4m$ and $(\frac{\Delta}{p}) = -1$ for all $p < \sqrt{-\Delta/3}$, then $h(\Delta) = 1$.
   Let $Q = (A, B, C)$ be a reduced form with discriminant $\Delta$. If $A > 1$, then there is a prime $p | A$. Show that $(\Delta/p) \neq -1$ and deduce that $A$ cannot be reduced.

Collecting these results we find the following

**Theorem 1.47.** Let $\Delta = 1 - 4m$ be squarefree and negative. Then the following statements are equivalent:

1. $h(\Delta) = 1$;
2. $(\frac{\Delta}{p}) = -1$ for all $p < \sqrt{-\Delta/3}$;
3. $(\frac{\Delta}{p}) = -1$ for all $p < m$.

This result is connected with prime producing polynomials. Euler discovered in 1772 that the polynomial $f(x) = x^2 + x + 41$ attains only prime values for $x = 0, 1, 2, \ldots, 39$ (note that $f(40) = 40^2 + 40 + 41 = (40 + 1)^2$ is composite).

More generally, the polynomials $f(x) = x^2 + x + m$ for $m = 3, 5, 11, 17, 41$ yield prime values for all $x = 0, 1, \ldots, m - 2$. The discriminant of $x^2 + x + m$ is $1 - 4m$, which equals $-11, -19, -43, -67$ and $-163$ for the above values of $m$. This is of course no accident.

In fact, $f(x) = Q(x, 1)$ for the principal quadratic form $Q = (1, 1, m)$ with discriminant $\Delta = 1 - 4m$. What little we know about quadratic forms already allows us to explain the mathematics behind Euler’s prime producing polynomial:

**Theorem 1.48.** For fundamental discriminants $\Delta = 1 - 4m \leq -7$, the following statements are equivalent:
1. \( h(\Delta) = 1 \);
2. \( f(x) = x^2 + x + m \) attains only prime values for \( x = 0, 1, \ldots, m - 2 \).

Euler could not explain the mystery behind his prime producing polynomial \( x^2 + x + 41 \); this was accomplished by Rabinowitsch [Rab1913b], Remak and Frobenius [Fro1912]. See Sasaki [Sas1986] and Molin [Mol1996] for more.

Frobenius proved the following results: ??? check ???

**Proposition 1.49.** If \( \Delta = 1 - 4m \) and \( h(\Delta) = 1 \), then every integer \(< m^2 \) represented by the principal form \( Q_0 \) with discriminant \( \Delta \) is prime.

If not, then this integer has a prime factor \( q < m \), which also must be represented by \( Q_0 \); but this is impossible.

**Proposition 1.50.** If \( \Delta = -8m \) and \( h(\Delta) = 2 \), then every integer \(< (m + 2)^2 \) represented by some form with discriminant \( \Delta \) is prime.

In fact, if the class number equals 2 then the only reduced forms with discriminant \( -8m \) are \( (1, 0, 2m) \) and \( (2, 0, m) \), none of which can represent primes \(< m + 2 \).

**Proposition 1.51.** If \( \Delta = m(m + 4) \) and \( h^+(\Delta) = 2 \), then every integer \(< (2m - 1)^2 \) that is not divisible by \( m \) or \( m + 4 \), and is primitively represented by the form \( Q = (1, m, -m) \) with discriminant \( \Delta \), is prime.

This result requires more work since it deals with indefinite forms.

Here is another curious fact, first observed by Hermite [Her1859, p. 61] and Kronecker:

\[
\begin{array}{c|c}
\Delta & \exp(\pi \sqrt{-\Delta}) \\
\hline
-43 & 884736743.99977746603490666 \ldots \\
-67 & 147197952743.99999862454242450 \ldots \\
-163 & 262537412640768743.999999999999925007 \ldots \\
\end{array}
\]

As you can see, the values of \( e^{\pi \sqrt{-\Delta}} \) are very close to an integer for these values of \( \Delta \). This phenomenon becomes much more visible if we subtract 744 and take the cube root:

\[
\begin{array}{c|c}
\Delta & (\exp(\pi \sqrt{-\Delta}) - 744)^{1/3} \\
\hline
-11 & 31.9980933322744098975227354 \ldots \\
-19 & 95.9999919589169450846060476 \ldots \\
-43 & 959.99999999991951173137573734 \ldots \\
-67 & 5279.999999999998400738235224 \ldots \\
-163 & 640319.99999999999999939 \ldots \\
\end{array}
\]

What is even more amazing is the fact that the integer \( x \) approximated by \( \sqrt[3]{e^{\pi \sqrt{-\Delta}} - 744} \) satisfies the diophantine equation \( x^3 + 1728 = -\Delta y^2 \) for some \( y \in \mathbb{N} \). Look and see:

\[
\begin{align*}
11 \cdot 56^2 &= 32^3 + 1728 \\
19 \cdot 216^2 &= 96^3 + 1728 \\
43 \cdot 4536^2 &= 960^3 + 1728 \\
67 \cdot 46872^2 &= 5280^3 + 1728 \\
163 \cdot 40133016^2 &= 640320^3 + 1728 \\
\end{align*}
\]

Explaining these facts requires more advanced techniques (modular forms, elliptic curves, complex multiplication, class field theory, . . .); these are in fact exactly the techniques one needs to prove Gauss’s conjecture (see Borel et al. [BC1957] and Cox [Co1989]).
Already Gauss conjectured that for every integer \( n \geq 1 \), there are only finitely many discriminants \( \Delta < 0 \) with \( h(\Delta) = n \). In this form, the conjecture was proved by Heilbronn and Siegel in the 1930s. The enumeration of all discriminants with given class number turned out to be much more difficult and was solved for \( h = 1 \) independently by Heegner (1952), Baker (1966) and Stark (1967). Using the theory of elliptic curves, Goldfeld (1976) and Gross & Zagier (1986) introduced techniques that, in principle, allowed to enumerate all discriminants with given class number. This has now been done for all class numbers \( \leq 100 \).

### 1.8.5 Negative Continued Fractions

The reduction theory of indefinite binary quadratic forms is closely related to the theory of continued fractions. Here, we will briefly sketch the continued fractions associated to Zagier reduction.

Let \( n_0, n_1, n_2, \ldots \) be integers with \( n_i \geq 2 \) for \( i \geq 1 \). Consider the continued fraction

\[
[n_0, n_1, \ldots, n_s] = n_0 - \frac{1}{n_1 - \frac{1}{n_2 - \frac{1}{\ddots - \frac{1}{n_s}}}}.
\]

The limit \([n_0, n_1, \ldots] = \lim_{s \to \infty} [n_0, n_1, \ldots, n_s] \) always exists and so denotes some real number. Conversely, given any real number \( \alpha \) we set \( n_0 = [\alpha] + 1 \) and \( \alpha_1 = \frac{1}{n_0 - \alpha} \), and define \( n_i = [\alpha_i] + 1 \) and \( \alpha_{i+1} = 1/(n_i - \alpha_i) \).

**Lemma 1.52.** The continued fractions introduced above have the following properties:

1. Every real number \( \alpha \) can be written as a continued fraction: \( \alpha = [n_0, n_1, \ldots] \).
2. We have \( \alpha \in \mathbb{Q} \) if and only if there is an integer \( N \) such that \( n_i = 2 \) for all \( i \geq N \).
3. The number \( \alpha \) is a quadratic irrational if and only if the \( n_i \) become periodic (that is, there are integers \( N \) and \( r \) such that \( n_{i+r} = n_i \) for all \( i \geq N \)) and \( n_j > 2 \) for some index \( j \).

We denote such a periodic continued fraction by \([n_0, n_1, \ldots, n_q, n_{q+1}, \ldots, n_{q+r}]\).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>continued fraction</th>
<th>( \alpha )</th>
<th>continued fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sqrt{2} )</td>
<td>([2, \overline{2}, 4])</td>
<td>( \sqrt{3} )</td>
<td>([2, 4])</td>
</tr>
<tr>
<td>( \sqrt{5} )</td>
<td>([3, 2, 2, 2, 6])</td>
<td>( \sqrt{\frac{4 + \sqrt{5}}{2}} )</td>
<td>([3, 2, 2, 5])</td>
</tr>
<tr>
<td>( \sqrt{6} )</td>
<td>([3, 2, 6])</td>
<td>( \sqrt{\frac{4 + \sqrt{17}}{2}} )</td>
<td>([3, 2, 2, 3, 3])</td>
</tr>
<tr>
<td>( \sqrt{7} )</td>
<td>([3, 3, 6])</td>
<td>( \sqrt{\frac{4 + \sqrt{23}}{2}} )</td>
<td>([3, 2, 3])</td>
</tr>
<tr>
<td>( \sqrt{10} )</td>
<td>([4, 2, 2, 2, 2, 8])</td>
<td>( \sqrt{\frac{4 + \sqrt{35}}{2}} )</td>
<td>([4, 2, 2, 2, 2, 7])</td>
</tr>
</tbody>
</table>

Here are a few observations on the continued fraction expansions of \( \sqrt{m} \):

- We have \( \sqrt{m} = [n_0, n_1, n_2, \ldots, n_r] \) with \( n_2 = 2n_0 \).
- We have \( n_1 = n_{r-1}, n_2 = n_{r-2}, \ldots \).
- The continued fraction expansion of \( \sqrt{m} \) has period length 1 if and only if \( m = n^2 - 1 \).
- The continued fraction expansion of \( \frac{1}{2}(1 + \sqrt{m}) \) has period length 1 if and only if \( m = (2n + 1)^2 - 4 \).

There are also examples of purely periodic continued fractions such as \( 2 + \sqrt{2} = [3, 2] \), \( 3 + \sqrt{5} = [3] \), and \( \frac{4 + \sqrt{17}}{2} = [5, 2, 2] \). Periodic continued fractions are connected intimately with reduced quadratic forms.
The recursion can be written in matrix form and hence the sequence \( P \) has a small norm \( P \) at some point, we get rational approximations \( P_i/Q_i \) to \( \alpha \). In fact: we have \( r_i := [n_0, n_1, \ldots, n_i] = P_i/Q_i \) for integers \( P_i, Q_i \) defined recursively as follows:

\[
\begin{align*}
P_{-2} &= 0 & P_{-1} &= 1 & P_i &= n_iP_{i-1} - P_{i-2} \\
Q_{-2} &= -1 & Q_{-1} &= 0 & Q_i &= n_iQ_{i-1} - Q_{i-2}
\end{align*}
\]

The recursion can be written in matrix form

\[
\begin{pmatrix}
P_r \\
P_{r-1} Q_{r-1}
\end{pmatrix} =
\begin{pmatrix}
n_r - 1 \\
1 & 0
\end{pmatrix}
\cdots
\begin{pmatrix}
n_0 - 1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
1 \\
0 & -1
\end{pmatrix},
\]

which shows that \( P_r Q_{r-1} - P_{r-1} Q_r = -1 \). Dividing through by \( Q_r Q_{r-1} \) we find

\[
\frac{P_{r-1}}{Q_{r-1}} - \frac{P_r}{Q_r} = \frac{1}{Q_r Q_{r-1}}.
\]

hence the sequence \( P_n/Q_n \) is monotonically decreasing.

In the case of \( \alpha = \sqrt{m} \), the fact that \( \sqrt{m} - P_n/Q_n \) is small means that \( P_n + Q_n \sqrt{m} \) has a small norm \( P_n^2 - mQ_n^2 = R_n \); for \( m = 7 \), we find

\[
\begin{array}{c|cccc}
n & r_n & P_n & Q_n & R_n \\
0 & 3 & 3 & 1 & 2 \\
1 & 3, 3 & 8 & 3 & 1 \\
2 & 3, 3, 6 & 45 & 17 & 2 \\
3 & 3, 3, 6, 3 & 127 & 48 & 1
\end{array}
\]

Note that \([3, 3, 6] = 3 - \frac{1}{3 - \frac{1}{3 - \frac{1}{3}}} = \frac{45}{17}\).

For \( m = 31 \), we find the continued fraction expansion \( \sqrt{31} = [6, 3, 2, 2, 7, 2, 2, 3, 12] \) and the approximations

| \( P_n Q_n R_n \) | 6 | 3 | 1 | 5 |
|-------------------|---|---|---|
| \([6, 3, 2]\)    | 17 | 3 | 10 |
| \([6, 3, 2, 2]\) | 28 | 5 | 9 |
| \([6, 3, 2, 2, 2]\) | 39 | 7 | 2 |

The cycle generated by the principal form \((1, 0, -31)\) is \((1, 12, 5), (10, 18, 5), (9, 22, 10), (2, 14, 9), (9, 14, 2), (10, 22, 9), (5, 18, 10)\). Compare the first coefficients of these forms with the values of \( R_n \), formulate a conjecture, and prove it.

The following result is the analog of the claim that every positive definite form with discriminant \( \Delta \) is equivalent to a form with first coefficient \( \leq \sqrt{-\Delta/3} \):

**Proposition 1.54.** Let \( Q \) be a primitive form with nonsquare discriminant \( \Delta > 0 \). Then there is a form \((A, B, C)\) equivalent to \( Q \) with \(|A| \leq \sqrt{\Delta/5}\).
Exercises

1.1 Show that $\text{SL}_2(\mathbb{Z})$ is a group.

1.2 Let $G$ be a group and $X$ a set. We say that $G$ acts on $X$ (from the left) if there is a map $G \times X \rightarrow X$ sending $(g, x)$ to $g \cdot x$ with the properties

1. $1 \cdot x = x$ for all $x \in X$;
2. $(gh) \cdot x = (gh) \cdot x$ for all $g, h \in G$ and all $x \in X$.

Define a relation on $X$ by setting $x' \sim x$ for $x, x' \in X$ if there is a $g \in G$ such that $x' = gx$.

Show that this is an equivalence relation, i.e., that it is

- reflexive: $x \sim x$.
- symmetric: $x \sim x'$ implies $x' \sim x$.
- transitive: $x \sim x'$ and $x' \sim x''$ imply $x \sim x''$.

1.3 Assume that a group $G$ acts from the left on a set $X$. Show that $G$ also acts from the right via $x.g := g^{-1} \cdot x$, i.e., show that $x.1 = x$ and $(x.g).h = x.(gh)$.

1.4 A matrix $M \in \text{PSL}_2(\mathbb{Z})$ is symmetric if and only if $M^{-1} = J^{-1}MJ$, where $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$.

1.5 For a binary quadratic form $Q = Ax^2 + Bxy + Cy^2$, its Hessian is defined as $\text{Hess}(Q) = \begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix}$, whose entries are partial derivatives of $Q$. Show that $\text{Hess}(Q) = Q(Q)$.

1.6 Let $Q = (A, B, C)$ and $Q' = (A', B', C')$ primitive quadratic forms, and assume that $Q' = Q|_S$ for $S = \{(x, y) \in \text{SL}_2(\mathbb{Z}) \}$. Show that $A' = Q(r, t)$, $C' = Q(s, u)$, and $B' = Q(r, t) + Q(s, u) - Q(r - s, t - u)$.

1.7 Show that the table for reducing the form $(103, 64, 10)$ is given by

\[
\begin{array}{ccc}
-3 & -2 \\
103 & 32 & 7 \\
32 & 10 & 2 \\
7 & 2 & 1 \\
6 & 0 & 6 \\
\end{array}
\]

1.8 Let $Q = (1, 0, -m)$ and $Q' = (-1, 0, m)$ be forms of discriminant $\Delta = 4m$. Show that $Q' = Q|_S$ for some $S \in \text{SL}_2(\mathbb{Z})$ if and only if the equation $T^2 - mt^2 = -1$ has a solution in natural numbers. Also show that, in this case, $S = \begin{pmatrix} T & -mU \\ T & -T \end{pmatrix}$ has the desired properties.

(Hint: use (1.2The Action of the Modular Groupequation.1.1.2.).)

1.9 Let $Q = (1, 1, -m)$ and $Q' = (-1, 1, m)$ be forms with discriminant $\Delta = 4m + 1$ (note that $(-1, 1, m) \sim (-1, 1, -m)$ via a simple shift). Show that $Q' = Q|_S$ for some $S \in \text{SL}_2(\mathbb{Z})$ if and only if the equation $T^2 + TU - mt^2 = -1$ has a solution in natural numbers. Also show that, in this case, $S = \begin{pmatrix} T & -mU \\ T & -T \end{pmatrix}$ has the desired properties.

1.10 Use the preceding two exercises and Table 1.1Lagrange-reduced Forms with Small Discriminants to verify the following table of class numbers $h^+(\Delta)$:

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$h^+(\Delta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
</tr>
</tbody>
</table>

1.11 Show that there are at most two reduced forms of given discriminant $\Delta < 0$ that represent a prime $p$.

Hints: Let $Q$ and $Q'$ be forms with discriminant $\Delta$ representing $p$, and write $Q = (p, B, C)$ and $Q' = (p, B', C')$. Choose $-p < B, B' \leq p$. From disc $Q = \text{disc} Q'$ deduce that $B^2 - B'^2 = 4p(C - C')$, and conclude that $B = \pm B'$ and $C = C'$. This implies $Q = Q'$ or $Q' = (p, -B, C)$.

1.12 (Plesken [Ple1982]) Let $\text{Sym}_2(K)$ denote the subspace of symmetric $2 \times 2$-matrices with coefficients in a field $K$; show that the map

$$
\phi : \text{Sym}_2(K) \rightarrow K^3; \quad \begin{pmatrix} a & b \\ b & c \end{pmatrix} \mapsto \begin{pmatrix} a \\ b \\ c \end{pmatrix}
$$

is an isomorphism of $K$-vector spaces.

The determinant of $S = \begin{pmatrix} x & y \\ y & z \end{pmatrix} \in \text{Sym}_2(K)$ is the ternary quadratic form $\det(x, y, z) = xz - y^2$.
The automorphism group Aut(Q) of an n-ary quadratic form Q is the group of all \( g \in GL_2(K) \) with \( g'Qg = Q \), where \( Q \) is the symmetric \( n \times n \)-matrix attached to \( Q \).

Show that the map \( \delta : PSL_2(K) \rightarrow Aut(\text{det}(\text{Sym}_2(K))) \) sending \( g \in PSL_2(K) \) to the map \( \delta(g) : X \rightarrow g'Xg \) is a group homomorphism. Let \( \delta \) denote the map which makes the following diagram commutative:

\[
\begin{array}{ccc}
\text{Sym}_2(K) & \xrightarrow{\gamma} & \text{Sym}_2(K) \\
\circ & & \circ \\
K^2 & \xrightarrow{\delta} & K^2
\end{array}
\]

Show that \( \delta \) sends the matrix \((r, s) \in SL_2(K)\) to \((\begin{array}{cc} r^2 & rt \\ 2rs & s^2 + 2ru \\ r^2 & rt \\ 2rs & s^2 + 2ru \end{array})\).

1.13 Show that, for any \( M = (\begin{array}{cc} a & b \\ b & c \end{array}) \in M_2(\mathbb{Z}) \), the \( 3 \times 3 \)-matrix \( \mathcal{M} \) in (1.3The Action of the Modular Group) equation (1.1.3) has determinant \( (\det M)^3 \), and that the map sending \( M \) to \( \mathcal{M}^{-1} \) induces an injective group homomorphism \( SL_2(\mathbb{Z}) \rightarrow SL_3(\mathbb{Z}) \).

Hints.
1. Consider the vector space \( M_2(K) \) of \( 2 \times 2 \)-matrices with entries from a field \( K \). For an invertible matrix \( M \in GL_2(K) \), consider the endomorphism \( L \) of \( M_2(K) \) defined by \( L(A) = MA \) for \( A \in M_2(K) \). By looking at the transformation of the canonical basis, show that \( L \) has determinant \( \det(L) = (\det M)^2 \). Deduce that the endomorphism \( L_2 \) defined by \( L_2(A) = M'AM \) has determinant \( \det(L_2) = (\det M)^4 \).

2. Let \( \text{Sym}_2(K) \) denote the subspace of symmetric matrices in \( M_2(K) \). Show that the map \( \lambda \) sending \( S \in \text{Sym}_2(K) \) to \( M'SM \) for a fixed \( M \in GL_2(K) \) is an endomorphism of \( \text{Sym}_2(K) \), and that \( M_2(K) = \text{Sym}_2(K) \oplus \text{Sym}_2^*(K) \), where \( \text{Sym}_2^*(K) \) is the subspace of antisymmetric matrices (these are matrices satisfying \( A' = -A \)).

3. If \( U_1, U_2 \) are subspaces of a \( K \)-vector space \( V \), and if they both are invariant under the action of an endomorphism \( L \) of \( V \), then \( \det L \) is the product of the determinants of the restrictions of \( L \) to \( U_1 \) and \( U_2 \).

4. Show that the restriction of \( L_2 \) to \( \text{Sym}_2^* \) has determinant \( -\det L \).

5. Finally show that if \( M \rightarrow M^{-1} \) and \( N \rightarrow N^{-1} \) for two matrices \( M, N \in SL_2(\mathbb{Z}) \), then \( MN \rightarrow (N'M)^{-1} = M^{-1}N^{-1} \).

1.14 Show that the map sending a pair of matrices \( A \) and \( B \) to the element \( \text{Tr}(AB) \) induces a pairing \( T : M_2(\mathbb{Q}) \times M_2(\mathbb{Q}) \rightarrow K \), and that \( \text{Sym}_2(\mathbb{Z}) \) is the dual of \( \text{Sym}_2(\mathbb{Z})^* \) with respect to this pairing; here \( \text{Sym}_2(\mathbb{Z})^* \) is the set of all matrices of the form \((\begin{array}{cc} a & b \\ b & c \end{array})\) with \( a, b, c \in \mathbb{Z} \).

1.15 Consider the form \( Q(x, y) = x^2 + y^2 \) with discriminant \( \Delta = -4 \), and the matrix \( S = (\begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array}) \in \text{SL}_2(\mathbb{Z}) \). Show that \( Q(s(x, y) = 5x^2 + 6xy + 2y^2 \).

1.16 Show that the forms \((0, 1, 0)\) and \((1, 1, 0)\) with discriminant \( 1 \) are equivalent.

1.17 Let \( Q \) be a form that represents \( 0 \) primitively. Show that its discriminant is a square.

1.18 Determine all positive definite quadratic forms \( Q \) with the property that the smallest integers represented by \( Q \) are \( 2, 3, \) and \( 5 \).

1.19 Determine the class number \( h(-103) \).

1.20 Compute \( h(-107) \).

1.21 Compute \( h(-420) \).

1.22 Reduce the form \((101, 20, 1)\).

1.23 Reduce the form \((3, 4, 3)\).

1.24 Reduce the forms \((5, 16, 21)\) and \((7, 16, 15)\).

1.25 For a matrix \( S = (\begin{array}{cc} r & s \\ t & s \end{array}) \in GL_2(\mathbb{Z}) \), the group of all matrices with integer entries and determinant \( \pm 1 \), define a form \( Q' = Q|_{S} \) by

\[
Q'(x, y) = Q(rx + sy, tx + uy).
\]

Show that this defines an action of \( GL_2(\mathbb{Z}) \) on the set of primitive quadratic forms with discriminant \( \Delta \). Show also that if \( Q \) is positive definite, then so is \( Q|_{S} \).
1.26 There are a number of very good reasons for defining the action of \( \text{GL}_2(\mathbb{Z}) \) not as above, but by the formula
\[
Q'(x, y) = \frac{1}{\det S} Q(rx + sy, tx + uy). \tag{1.36}
\]
Since \( \det S = \pm 1 \), we could actually write \( \det S \) instead of \( \frac{1}{\det S} \), but in more general situations the formula \( \text{(1.36Exercise1.8.36)} \) turns out to be the correct one.

Show that \( \text{(1.36Exercise1.8.36)} \) also defines an action of \( \text{GL}_2(\mathbb{Z}) \) on the set of primitive quadratic forms with discriminant \( \Delta \). Also show that the set of positive definite form is not invariant under this action of \( \text{GL}_2(\mathbb{Z}) \).

1.27 Show that the number of equivalence classes of positive definite primitive forms with discriminant \( \Delta \) with respect to \( \text{SL}_2(\mathbb{Z}) \) is equal to the number of equivalence classes of all primitive forms with discriminant \( \Delta \) with respect to the action of \( \text{GL}_2(\mathbb{Z}) \) defined by \( \text{(1.36Exercise1.8.36)} \).

1.28 Let \( \text{Aut}(Q) = \{ S \in \text{GL}_2(\mathbb{Z}) : Q|_S = Q \} \), where the action of \( \text{GL}_2(\mathbb{Z}) \) is defined by \( \text{(1.36Exercise1.8.36)} \). Show that \( \text{Aut}(Q) \) is a group containing \( \text{Aut}^+(Q) \) as a subgroup.

Prove the following analog of Thm. 1.25lemma1.25: There is a bijection between the elements of \( \text{Aut}(Q) \) and solutions of the equations \( Q_0(T, U) = \pm 1 \).

1.29 Let \( F \) be a field with characteristic \( \neq 2 \), and \( V \) a finite dimensional \( F \)-vector space. A pair \( (V, \phi) \), where \( \phi \) is a symmetric bilinear form \( V \rightarrow F \) is called a quadratic space. A quadratic space determines a quadratic form \( q : V \rightarrow F \) via \( q(x) = \phi(x, x) \).

1.30 Define a bilinear form \( \langle \cdot, \cdot \rangle \) on the space \( F \) of binary quadratic forms with rational coefficients by setting
\[
\langle Q, Q' \rangle = BB' - 2(AC' + A'C),
\]
where \( Q = (A, B, C) \) and \( Q' = (A', B', C') \). Show that this gives \( F \) the structure of a quadratic space, and that \( (Q, Q) = \text{disc } Q \).

1.31 (continued) Let \( Q_1, Q_2 \in F \) be binary quadratic forms. For \( S \in \text{SL}_2(\mathbb{Q}) \), let \( T = S' \) denote the transpose of \( S \). Show that
\[
\langle Q_1|_S, Q_2 \rangle = \langle Q_1, Q_2|_T \rangle. \tag{1.37}
\]

1.32 (continued) Assume that the form \( Q_1 = (1, 0, -a) \) represents \( b \), say \( r^2 - as^2 = b \). Then \( Q_2 = (as, 2r, s) \) is a form with discriminant \( 4b \).

Now consider the case \( b = -1 \); then \( Q_2 = (as, 2r, s) \) has discriminant \( 4 \), hence is equivalent to \( (1, 0, 1) \), say \( Q_2 = (1, 0, 1)|_S \) for some \( S \in \text{SL}_2(\mathbb{Z}) \). Use \( \text{(1.37Exercise1.8.37)} \) to deduce that \( Q_2|_T = (2B, -A) \) with \( a = A^2 + B^2 \).

1.33 Let \( Q(x, y) = Ax^2 - Bxy + Cy^2 \) denote a positive definite quadratic form with \( B > 0 \). Pove the identities
\[
Q(x - 1, y) = Q(x, y) - A(x - y) - y(A - B) - A(x - 1),
Q(x, y - 1) = Q(x, y) - C(y - x) - x(C - B) - C(y - 1).
\]

Use this to prove the following extension of Legendre’s Lemma 1.12Legendre’s Lemmlemma1.12: The minimal integers represented by \( Q \) are \( A = Q(1, 0), C = Q(0, 1), A - B + C = Q(1, 1), A + B + C = Q(1, -1), 4A - 2B + C = Q(2, 1), \text{ min}(Q(2, -1), Q(1, 2)) \) and \( \text{max}(Q(2, -1), Q(1, 2)) \).

1.34 Let \( \Delta = 4m + 1 \). Show that \( (m, 2m + 1, m) \) is a Zagier-reduced form with discriminant \( \Delta \).

1.35 Let \( \Delta = 4m \) with \( m \equiv 3 \mod 4 \). Show that \( Q = (m, 2m, m - 1) \) is a Zagier-reduced form with discriminant \( \Delta \), and that \( [Q] \) has order 2 in \( \text{Cl}^+(\Delta) \).

1.36 Assume that \( \Delta = (2n+1)^2 - 4 \). Show that the cycle of the principal form \( Q_0 \) with discriminant \( \Delta \) consists of a single form. Deduce that \( h^+ = 1 \) for such \( \Delta \) if and only if \( n = 1 \).

1.37 Let \( Q_0 = (1, 0, m) \) be the principal form with discriminant \( \Delta = 4m \). Show that \( \rho_2(Q_0) = (A, B, 1) \) with \( B \equiv A \equiv 0 \mod 2 \) and \( 0 \leq A \leq B - 2 \). In particular, \( \rho_2(Q_0) \) is \( \mathbb{Z} \)-reduced.
1.38 Show that $A' = A\theta^2 + \sqrt{\Delta} \theta$, where $n = \frac{B + \sqrt{\Delta}}{2A}$ and $A' = An^2 - Bn + C$ (see Lemma 1.17lemmacount.1.17).

1.39 Show that $\sqrt{\Delta}(1-\theta) - A(1-\theta)^2 = B' - A' - C'$ in the proof of Lemma 1.17lemmacount.1.17.

1.40 Assume that $(A, B, C)$ is Zagier reduced. Show that $\frac{B}{A} > \frac{B + \sqrt{\Delta}}{2A} > \frac{B}{A} - 1$. Deduce that $\rho_2(Q) = Q|_S$ for $S = (\frac{n}{-1})$, where $n = \lfloor \frac{B}{A} \rfloor$.

1.41 Show that the right Zagier neighbors of $(-1, -5, -1)$ are $(3, 3, -1)$ and $(5, 9, 3)$.

1.42 Show that if a cycle produces the unit $\varepsilon$, then running through the same cycle $n$ times produces the unit $\varepsilon^n$.

1.43 Show that if a cycle produces the unit $\varepsilon$, then running through the same cycle $n$ times produces the unit $\varepsilon^n$.

1.44 Develop a reduction theory for forms if a reduced form is defined by the following conditions:

$$\begin{align*}
\sqrt{\Delta} - |A| &< B < \sqrt{\Delta} + |A|, \\
\sqrt{\Delta} - |C| &< B < \sqrt{\Delta} + |C|.
\end{align*}$$

1.45 Show that if $(A, B, C)$ is a Zagier reduced form with discriminant $\Delta \equiv 5 \mod 8$, then $A$, $B$ and $C$ are odd.

1.46 A Zagier-reduced form is called palindromic if it has the form $(A, B, A)$. Show that the palindromic Zagier-reduced forms $(A, B, A)$ with odd discriminant $\Delta$ correspond to certain factorizations of $\Delta$. In particular, $(m, 2m + 1, m)$ is the only palindromic Zagier-reduced form with prime discriminant $\Delta = 4m + 1$.

Deduce that the caliber $\kappa_2(\Delta)$ with discriminant $\Delta = 4m + 1$ is odd if and only if $\Delta$ is prime.

Show similarly that $\kappa_2(\Delta)$ is even if $\Delta = 4p$ for some prime $p \equiv 3 \mod 4$.

1.47 Assume that $\Delta = 4m + 1$ is a positive fundamental discriminant. Show that the forms

$$\begin{align*}
Q_0 &= (m, 2m + 1, m), \\
Q_1 &= (m, 2m - 1, m - 2), \\
Q_2 &= (m - 2, 2m - 1, m), \\
\ldots \\
Q_k &= (m - 2(k^2 - k), 2m - 2k^2 + 1, m - 2(k^2 + k)), \\
Q_k &> (m - 2(k^2 + k), 2m - 2k^2 + 1, m - 2(k^2 - k)), \ldots
\end{align*}$$

have discriminant $\Delta$, and are Zagier reduced for all $0 \leq k \leq \frac{1}{2}(\sqrt{2m + 1} - 1)$.

1.48 (continued) Show more exactly that

$$\kappa_2(\Delta) \geq \begin{cases} n & \text{if } \Delta = n^2 + 4, \\ n + 1 & \text{if } \Delta = n^2 + 1, \end{cases}$$

with equality if $\Delta$ is prime.

1.49 Let $p \equiv 1 \mod 4$ be a prime, and write $p = a^2 + 4b^2$ for integers $a, b$. Show that $(a, 4b, -a)$ is a form with discriminant $\Delta = 4p$, and that $(b, a, -b)$ has discriminant $p$. Which forms are equivalent to $Q_0$?

1.50 (Frick [Fri1918]) Assume that $\Delta = a^2 + 4b^2$ is odd and a sum of two squares. Show that the form $Q = (b, a, -b)$ is Gauss reduced. Show that the principal cycle always contains a form of this type, and devise an algorithm to write primes $p \equiv 1 \mod 4$ as a sum of two squares.

1.51 Assume that $\Delta = a^2 + 4b^2$ is odd and a sum of two squares. Show that the form $Q = (b, a + 2b, a)$ is Zagier reduced. Show that the principal cycle always contains a form of this type, and devise an algorithm to write primes $p \equiv 1 \mod 4$ as a sum of two squares.
1.52 Assume that \( p = c^2 + 2d^2 \equiv 3 \mod 8 \). Show that the forms \( Q = (d, 2c, -2d) \) and \( Q' = (d, 2c + 2d, 2c - d) \) are primitive with discriminant \( \Delta = 4p \). Show that either \( Q \) or \( Q' \) is Gauss reduced. Devise an algorithm to represent primes \( p \equiv 3 \mod 8 \) by the form \( x^2 + 2y^2 \).

1.53 (Yamamoto [Yam1971]) Consider the family of discriminants \( \Delta_n = (2^n + 3)^2 - 8 \). Show that \( \varepsilon = (\alpha - 1)^{2^n}/\omega \) is a unit in \( \mathbb{Q}(\sqrt{\Delta}) \), where \( \alpha = 2^{n-1} + 1 \).

1.54 (Chebyshev [Che1851]) Assume that \( \Delta = 4m \), let \((T, U)\) be a fundamental solution of the Pell equation \( Q_0(T, U) = 1 \), and let \( N > 0 \) be an integer. If the equation \( Q_0(x, y) = x^2 - my^2 = N \) has an integral solution, then there is one satisfying

\[
0 < x \leq \sqrt{\frac{T+1}{2}}N, \quad 0 < y \leq \sqrt{\frac{U+1}{2m}}N.
\]

Hints. Assume that \( x^2 - my^2 = N \) for integers \( x, y \geq 0 \); show that \( (xT - yUm)^2 - m(xU - yT)^2 = N \). Show that \( 0 \leq x' < x \) for \( x' = xT - yUm \) unless \( x \leq \sqrt{(T+1)N/2} \) and \( y \leq \sqrt{U+1}/2m \).

1.55 Show that the equations \( x^2 - 79y^2 = \pm 3 \) do not have integral solutions.

1.56 Euler discovered connections between higher reciprocity and binary quadratic forms; the following proofs are modeled after ideas due to Dirichlet.

Let \( p \equiv 1 \mod 8 \) be prime.
1. Show that \( p = a^2 + 4b^2 = c^2 + 8d^2 \) for positive integers \( a, b, c, d \).
2. 
3.

1.57 Here is the corresponding problem for the congruence \( x^4 \equiv -3 \mod p \). Let \( p \equiv 1 \mod 12 \) be prime.
1. Show that \( p = a^2 + 4b^2 = c^2 + 3d^2 \) for positive integers \( a, b, c, d \).
2. Show that \( -3)^{(p-1)/4} \equiv (-1)^{(c-1)/2}(\frac{c}{p}) \mod p \).
3. Show that either \( a \) or \( b \) is divisible by 3.
4. Write \( (c - 2b)(c + 2b) = a^2 - 3d^2 \).
   If \( 3 \mid b \), show that \( 3 \mid (c + 2b) \) and check that \( (\frac{c+2b}{3}) \equiv (-1)^{(c-1)/2}(\frac{c}{3}) \mod 3 \); deduce that \( (-3/p)_4 = +1 \).
   If \( 3 \mid a \), show that \( 3 \mid c \) and check that \( -1)^{(c-1)/2}(\frac{c}{3}) \); deduce that \( (-3/p)_4 = -1 \).
5. Show that \((1, 0, 36)\) represents \( p \) if and only if \( (-3/p)_4 = +1 \), and that \((4, 0, 9)\) represents \( p \) if and only if \( (-3/p)_4 = -1 \).

1.58 Recall that the Dirichlet composition of \( Q_1 = (A, B, A'C) \) and \( Q_2 = (A', B, AC') \) is \( Q_3 = (AA', B, C) \). Identify the neutral element with the class of \( Q_0 = (1, B, AC) \) (which is equivalent to the principal form), and send each of these forms \( Q_j \) to the corresponding point \( z_j = z(Q_j) \) in the upper half plane. Then check the identity

\[
z_1z_2 = z_3z_0.
\]

From this point of view, composition is just multiplication of certain complex numbers. For a closer investigation of how composition relates points on the modular curve, see Penner [Pen1996].

1.59 The equations on p. 43 Gauss’s Class Number Problem lemmacount.1.51 are divisible by \( 2^6 \cdot 3^3 = 1728 \) for all \( |\Delta| \geq 19 \); show that this implies

\[
\begin{align*}
1^2 - 27 \cdot 19 \cdot 1^2 &= -8^3 \\
1^2 - 27 \cdot 43 \cdot 21^2 &= -80^3 \\
1^2 - 27 \cdot 67 \cdot 217^2 &= -440^3 \\
1^2 - 27 \cdot 163 \cdot 185801^2 &= -53360^3
\end{align*}
\]

Relations of the form \( X^2 - 27\Delta Y^2 = Z^3 \) can be used to define forms with discriminant \( -3\Delta \).
The fundamental units for discriminants $-3\Delta$ seem to grow similarly as the solutions above:

<table>
<thead>
<tr>
<th>$-3\Delta$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-3 \cdot 11$</td>
<td>$23 + 4\sqrt{33}$</td>
</tr>
<tr>
<td>$-3 \cdot 19$</td>
<td>$151 + 20\sqrt{57}$</td>
</tr>
<tr>
<td>$-3 \cdot 43$</td>
<td>$16855 + 1484\sqrt{129}$</td>
</tr>
<tr>
<td>$-3 \cdot 67$</td>
<td>$515095 + 35332\sqrt{211}$</td>
</tr>
<tr>
<td>$-3 \cdot 163$</td>
<td>$7592629975 + 34350596\sqrt{489}$</td>
</tr>
</tbody>
</table>

For $\Delta \leq -19$, write $\varepsilon = T + U\sqrt{-3\Delta}$. Here are the factorizations of $T + 1$ and $y$:

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$T + 1$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-19$</td>
<td>$2^2 \cdot 19$</td>
<td>$2^3 \cdot 3^3$</td>
</tr>
<tr>
<td>$-43$</td>
<td>$2^3 \cdot 7^2 \cdot 43$</td>
<td>$2^3 \cdot 3^4 \cdot 7$</td>
</tr>
<tr>
<td>$-67$</td>
<td>$2^3 \cdot 31^2 \cdot 67$</td>
<td>$2^3 \cdot 3^3 \cdot 7 \cdot 31$</td>
</tr>
<tr>
<td>$-163$</td>
<td>$2^3 \cdot 19^2 \cdot 127^2$</td>
<td>$163^2 \cdot 3^3 \cdot 7 \cdot 11 \cdot 19 \cdot 127$</td>
</tr>
</tbody>
</table>

Let $p \equiv 19 \mod 24$ be prime, and let $\varepsilon = t + u\sqrt{3p}$ denote the fundamental unit of $\mathbb{Q}(\sqrt{3p})$. Then $t + 1 = 8pa^2$ for some integer $a$ (this is easy to prove), and $a \mid y$ for the solution of $x^3 + 1728 = -\Delta y^2$ provided by the exponential function (this is a mystery).
3. Bhargava’s Cubes

Bhargava recently found a clever way of explaining Gauss composition on quadratic forms using certain cubes of integers. In this chapter we will see how to construct quadratic forms from these cubes, and conversely, how to find a suitable integer cube from a given pair of quadratic forms with the same discriminant. We will then use these results to define a group structure on the set of equivalence classes of primitive quadratic forms with given discriminant.

3.1. From Cubes to Forms

Where we will learn how to attach a triple of quadratic forms of the same discriminant to a cube, and watch minors develop a relation.

After having introduced the technique of reduction of binary quadratic forms, our next major goal is the definition of a group structure on the set of equivalence classes of primitive quadratic forms with nonzero discriminants $\Delta$. It was Gauss who first succeeded in giving such a group structure, but his proofs were technical and unmotivated. Later writers gave simpler approaches\(^1\), but actually all of them are more or less equivalent. Gauss and Dedekind used $2 \times 4$-matrices, Cayley $2 \times 2 \times 2$-hypermatrices, and Bhargava used cubes. Below, we will follow Bhargava’s ideas, and give the connections with the more classical approaches in the historical part.

For each octuple $(a, b, \ldots, h)$ of integers $a, b, \ldots, h$ we define a cube

$$
\mathcal{A} = \begin{pmatrix}
| & | & | & |
\hline
a & b & | & |
| & | & | & |
\hline
g & h & | & |
| & | & | & |
\hline
e & d & | & |
| & | & | & |
\hline
f & c & | & |
| & | & | & |
\end{pmatrix}
$$

(3.1)
denoted occasionally by $\mathcal{A} = [a, b, c, d, e, f, g, h]$. Each such cube can be sliced in three different ways, producing three pairs of $2 \times 2$-matrices (up-down, left-right, front-back\(^2\)):

- **UD**
  $$
  M_1 = U = \begin{pmatrix} a & e \\ b & f \end{pmatrix}, \quad N_1 = D = \begin{pmatrix} c & g \\ d & h \end{pmatrix},
  $$

- **LR**
  $$
  M_2 = L = \begin{pmatrix} a & c \\ e & g \end{pmatrix}, \quad N_2 = R = \begin{pmatrix} b & d \\ f & h \end{pmatrix},
  $$

- **FB**
  $$
  M_3 = F = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad N_3 = B = \begin{pmatrix} e & f \\ g & h \end{pmatrix}.
  $$

---

\(^1\) Let us mention in alphabetical order Arndt [Arn1857], Cayley [Cay1845, Cay1846], Dedekind [Ded1905], Dirichlet [DD1999], Riss [Ris1978], Shanks [Sha1978, Sh1989a, Sh1989b], Speiser [Spe1912], and Weber [Web1907].

\(^2\) I have resisted the temptation to borrow the notation from physics, where the three pairs of charms have quite similar names.
To each such slicing of the cube \( A \) we can associate a binary quadratic form \( Q_i = Q_i^A \) by putting
\[
Q_i(x, y) = -\det(M_i x + N_i y).
\]
This way we find
\[
Q_1(x, y) = (be - af)x^2 + (bg + de - ah - cf)xy + (dg - ch)y^2,
\]
\[
Q_2(x, y) = (ce - ag)x^2 + (cf + de - ah - bg)xy + (df - bh)y^2,
\]
\[
Q_3(x, y) = (bc - ad)x^2 + (bg + cf - ah - de)xy + (fg - ch)y^2.
\]
If we set \( Q_i = (A_i, B_i, C_i) \), then the coefficients of these forms are given by
\[
\begin{align*}
A_1 &= -\det U, & B_1 + B_2 &= -\det D_{UL}, & C_3 &= -\det D, \\
A_2 &= -\det L, & B_2 + B_3 &= -\det D_{LF}, & C_2 &= -\det R, \\
A_3 &= -\det F, & B_1 + B_3 &= -\det D_{FU}, & C_1 &= -\det B,
\end{align*}
\]
where \( D_{UL} = \begin{pmatrix} a & e \\ d & h \end{pmatrix} \) is the “diagonal” matrix containing the edge \( ac \) common to the faces \( U \) and \( L \); similarly, we have \( D_{LF} = \begin{pmatrix} a & c \\ f & h \end{pmatrix} \) and \( D_{FU} = \begin{pmatrix} a & b \\ g & h \end{pmatrix} \).

**Example.** The three forms attached to the cube
\[
A = \begin{pmatrix} 3 & 0 & 1 \\ 1 & 0 & -7 \\ 2 & -1 & 0 \end{pmatrix}
\]
are \( Q_1 = (3, -2, 14), \) \( Q_2 = (6, 2, 7), \) and \( Q_3 = (2, 2, 21) \); these forms all have the same discriminant \( \Delta = -4 \cdot 41 \). In Prop. 3.4lemmacount.3.4 we will see that this is not accidental: forms attached to a single cube always have the same discriminant.

Let \( \gamma \) denote the rotation of the cube by \( 120^\circ \) around the diagonal \( ah \); then
\[
\gamma A = \begin{pmatrix} b & c & d \\ f & h & g \\ e & b & f \end{pmatrix}
\]
and \( \gamma^3 A = A. \) The quadratic forms associated to the rotated cube \( \gamma A \) are \( Q_3, Q_1, Q_2 \); in fact we have
\[
Q_{UD}^{\gamma A} = Q_{FB}^A, \quad Q_{LR}^{\gamma A} = Q_{UD}^A, \quad Q_{FB}^{\gamma A} = Q_{LR}^A.
\]

Other symmetries of a cube will not just permute the forms:
1. By switching the front and the back of a cube, for example, the forms \( Q_j = (A_j, B_j, C_j) \) will be transformed into
\[
Q'_1 = (-A_1, -B_1, -C_1), \quad Q'_2 = (-A_2, -B_2, -C_2), \quad Q'_3 = (C_3, B_3, A_3).
\]

Similar remarks apply to switching left and right, or up and down faces.
2. Let $\beta$ denote the rotation of the cube by $90^\circ$ around the vertical axis; then

\[
\beta A = \begin{pmatrix} b & a \\ c & d \end{pmatrix}
\]

and we find

\[
Q'_1 = (-A_1, -B_1, -C_1), \quad Q'_2 = (C_3, B_3, A_3), \quad \text{and} \quad Q'_3 = (-A_2, -B_2, -C_2).
\]

Applying $\beta$ twice we find that a rotation of the cube by $180^\circ$ around the vertical axis gives

\[
Q'_1 = (A_1, B_1, C_1), \quad Q'_2 = (-C_2, -B_2, -A_2), \quad \text{and} \quad Q'_3 = (-C_3, -B_3, -A_3).
\]

Let us now investigate how the three quadratic forms $Q_i$ attached to a cube $A$ are related to each other. The following result, which generalizes classical formulas like

\[
(x_1^2 + y_1^2)(x_2^2 + y_2^2) = (x_1x_2 \mp y_1y_2)^2 + (x_1y_2 \pm x_2y_1)^2,
\]

was used by Legendre and Gauss for composing forms:

**Theorem 3.1.** Let $A = [a, b, c, d, e, f, g, h]$ be a cube to which three primitive forms $Q_i = Q_i^A$ are attached. Then

\[
Q_1(x_1, y_1)Q_2(x_2, y_2) = Q_3(x_3, y_3),
\]

(3.8)

where $x_3$ and $y_3$ are linear forms in $x_1, y_1$ and $x_2, y_2$, and are given by

\[
\begin{align*}
x_3 &= cx_1x_2 + fx_1y_2 + gx_2y_1 + hy_1y_2, \\
y_3 &= ax_1x_2 + bx_1y_2 + cx_2y_1 + dy_1y_2.
\end{align*}
\]

(3.9)

Similarly we have

\[
\begin{align*}
Q_2(x_2, y_2)Q_3(x_3, y_3) &= Q_1(x_1, -y_1) \quad \text{with} \quad \begin{cases} x_1 = bx_2x_3 + dx_2y_3 + fx_3y_2 + hy_2y_3, \\ y_1 = ax_2x_3 + cx_2y_3 + ex_3y_2 + gy_2y_3, \end{cases} \\
Q_1(x_1, y_1)Q_3(x_3, y_3) &= Q_2(x_2, -y_2) \quad \text{with} \quad \begin{cases} x_2 = cx_1x_3 + gx_1y_3 + dx_3y_1 + hy_1y_3, \\ y_2 = ax_1x_3 + ex_1y_3 + bx_3y_1 + fy_1y_3. \end{cases}
\end{align*}
\]

Equation (3.8) should be interpreted as an identity in the polynomial ring $\mathbb{Z}[x_1, x_2, y_1, y_2]$. The proof below actually uses this interpretation in that it uses derivatives of polynomials.

**Proof.** This may be proved by a direct verification, for example by a short pari program. Here is a proof due to Dedekind: for the forms $Q_j(x_j, y_j)$, consider the partial derivatives

\[
\frac{\partial Q_j}{\partial x_j} = 2A_jx_j + B_jy_j =: 2u_j, \quad \frac{\partial Q_j}{\partial y_j} = B_jx_j + 2C_jy_j =: 2v_j.
\]

A special case of Euler’s relation,\(^3\) which can easily be verified directly, states that

\[^3\text{See Equation A.7Kapferer’s Theorem.}\]
This follows immediately from Thm. 3.1: if the form (5)

On the other hand, we also have

and similarly we can derive

and

Eliminating the product $x_1x_2$ from the equations for $x_3$ and $y_3$ in Thm. 3.1 we get

and

Taking determinants and using (3.10) then gives (3.8); in fact, the determinant on the left hand side is $-\det(Fx_3 - By_3) = Q_3(x_3, -y_3)$. The other two sets of formulas are proved similarly; they also follow upon replacing $A$ by $\gamma A$ and $\gamma^2 A$.

The following observation will often be useful:

**Corollary 3.2.** If $A$ is a cube to which the quadratic forms $Q_i$ are attached, and if $Q_1$ and $Q_2$ represent $a_1$ and $a_2$, respectively, then $Q_3$ represents $a_1a_2$.

**Proof.** This follows immediately from Thm. 3.1: if $Q_1(x_1, y_1) = a_1$ and $Q_2(x_2, y_2) = a_2$, then $Q_3(x_3, y_3) = a_1a_2$, with $x_3, y_3$ as in (3.9).

**Remark 1.** The forms $Q_3$ satisfying the identity (3.8) are not uniquely determined (not even up to equivalence) by the forms $Q_1$ and $Q_2$: in other words: given $Q_1$ and $Q_2$, there might exist nonequivalent forms $Q_3$ and $Q_3'$ both satisfying (3.8), of course with different bilinear forms $x_3$ and $y_3$.

For an explicit example, consider e.g. the form (5, 6, 10) with discriminant $\Delta = -4 \cdot 41$. Then

for

and

On the other hand, we also have

for

Since $(2, 6, 25) \sim (2, 2, 21)$, this form is not equivalent to the principal form $(1, 0, 41)$. Thus the form $(5, 6, 10)$ can be composed with itself in two essentially different ways.

**Remark 2.** It is possible to remove the asymmetry (the minus sign of $y_3$; see Shanks’ comments in [Sh1989]) from (3.8): Dedekind and Weber have shown the existence of trilinear forms $x_1$ and $y_4$ such that $Q_1(x_1, y_1)Q_2(x_2, y_2)Q_3(x_3, y_3) = Q_0(x_4, y_4)$, where $Q_0$ is the principal form with discriminant $\Delta$. 

\[ u_jx_j + v_jy_j = Q_j(x_j, y_j). \]
The Plücker Relation

Instead of using a cube such as (3.1 From Cubes to Formsequation.3.1.1) for encoding the integers \(a, b, \ldots, h\), we can also represent them by a \(2 \times 4\)-matrix

\[
M(A) = \begin{pmatrix}
a & b & c & d \\
e & f & g & h
\end{pmatrix}.
\] (3.11)

Let \(M_{ij}\) denote the \(2 \times 2\)-minor of \(M(A)\) formed with the columns \(i\) and \(j\); then e.g. \(M_{12} = \begin{vmatrix}a & b \\e & f\end{vmatrix}\), \(M_{13} = \begin{vmatrix}a & c \\e & g\end{vmatrix}\), \ldots, and we find

\[
M_{12} = -A_1, \quad M_{13} = -A_2, \quad M_{14} = -\frac{B_2 + B_1}{2},
\]

\[
M_{34} = -C_1, \quad M_{24} = -C_2, \quad M_{23} = -\frac{B_2 - B_1}{2}.
\]

These minors are known to satisfy the Plücker Relation, which is most easily derived by writing down the Laplace expansion of the determinant

\[
N = \begin{vmatrix}
a & b & c & d \\
e & f & g & h \\
a & b & c & d \\
e & f & g & h
\end{vmatrix}
\]

into \(2 \times 2\)-determinants with respect to the first two rows, and observing that \(N = 0\) since the rows are linearly dependent:

**Proposition 3.3.** The minors \(M_{ij}\) of (3.11 The Plücker Relation)equation.3.1.11) satisfy the Plücker relation

\[
0 = M_{12}M_{34} - M_{13}M_{24} + M_{14}M_{23}.
\] (3.12)

Expressing these minors using the coefficients of the quadratic forms (see (3.5 From Cubes to Formsequation.3.1.5)) shows that the Plücker Relation (3.12equation.3.1.12) is equivalent to

\[
A_1C_1 - A_2C_2 + \frac{1}{4}(B_1^2 - B_2^2) = 0,
\]

or, after a slight rearrangement, to

\[
B_1^2 - 4A_1C_1 = B_2^2 - 4A_2C_2.
\] (3.13)

Thus the Plücker Relation implies that the two quadratic forms \(Q_1\) and \(Q_2\) have the same discriminant.

If we do the same for the matrices attached to the cubes \(\gamma A\) and \(\gamma^2 A\) in (3.6 From Cubes to Formsequation.3.1.6):

\[
M(\gamma A) = \begin{pmatrix}
a & c & e & g \\
b & d & f & h
\end{pmatrix} \quad \text{and} \quad M(\gamma^2 A) = \begin{pmatrix}
a & e & b & f \\
c & g & d & h
\end{pmatrix},
\]

then we get

**Proposition 3.4.** Let \(Q_1, Q_2, Q_3\) denote the three forms attached to a cube \(A\). Then \(\text{disc} Q_1 = \text{disc} Q_2 = \text{disc} Q_3\).

We call this common discriminant the discriminant of the cube \(A\) and denote it by \(\text{disc} A\). It is easily checked that
Then the three forms attached to the cube $\sigma$ using Gauss composition, namely Equation (3.1.8), correspond to Pell equations. We have seen that automorphs of forms with discriminant $\Delta$ come from solutions of the corresponding Pell equation $Q_0(T, U) = 1$. In this section we will construct automorphs using Gauss composition, namely Equation (3.1.8).

What do we get if we pick $Q_1 = Q_0$, the principal form with discriminant $\Delta$? If we can find a solution of the equation $Q_0(T, U) = 1$, then (3.1.8) shows that the forms $Q_2$ and $Q_3$ will represent the same integers.

Let $Q = (A, B, C)$ be a form with discriminant $\Delta$; define an integer $b$ via $B = 2b - \sigma$, where $\sigma \in \{0, 1\}$ is determined by $\Delta = 4m + \sigma$, and set $b' = \sigma - b$. Assume that $Q_0(T, U) = 1$. Then the three forms attached to the cube

\[
\begin{array}{c|c|c}
1 & 0 & 0 \\
\hline
0 & 1 & -C \\
\hline
b & b' & A
\end{array}
\]

are $Q_1 = Q_0$, $Q_2 = Q = (A, B, C)$ and $Q_3 = (A, -B, C)$, hence Thm. 3.1lemmacount.3.1 shows that $Q_0(T, U)Q(x, y) = Q(x', y')$ for

\[
x' = (T - bU)x - CUy, \quad x' = (T + b'U)x - CUy, \\
y' = AUx + (T + bU)y, \quad y' = AUx + (T + bU)y.
\]

These equations can be written in matrix form $(x', y') = S_Q^{(T, U)}(x, y)$, where $S_Q^{(T, U)}$ is the $2 \times 2$-matrix

\[
S_Q^{(T, U)} = \begin{pmatrix}
T - \frac{B}{2}U & -CU \\
AU & T + \frac{1}{2}BU
\end{pmatrix} \\
S_Q^{(T, U)} = \begin{pmatrix}
T + \frac{1}{2}BU & -CU \\
AU & T + \frac{1}{2}BU
\end{pmatrix}.
\]

**Example.** The solution $(T, U) = (2, 1)$ of the Pell equation $T^2 - 3U^2 = 1$ gives rise to the automorph $(\frac{3}{2}, \frac{1}{2})$ of $Q = (1, 0, -3)$; in fact we have

\[
Q(2x + 3y, x + 2y) = (2x + 3y)^2 - 3(x + 2y)^2 = x^2 - 3y^2.
\]

Let us now derive a few formal properties of automorphs. Let us start with the following problem: assume that $Q' = Q|_S$ for some $S \in SL_2(\mathbb{Z})$. Then an integral solution $(T, U)$ gives rise to automorphs $S_Q^{(T, U)}$ and $S_Q^{(T', U')}$, and it is natural to ask how these are related.
Proposition 3.5. Assume that $Q' = Q|_S$ for some $S \in \text{SL}_2(\mathbb{Z})$, and that $(T, U)$ is an integral solution of the associated Pell equation. Then

$$S^{(T, U)}_Q = S^{-1}S^{(T, U)}_Q S.$$ 

**Proof.** Writing $S_Q(T, U) = TI + U\mu(Q)$ (the matrices $\mu(Q)$ were defined in Chap. 1, Eqn. (1.4 Even more Linear Algebra equation 1.1.4)) we find

$$S^{-1}S^{(T, U)}_Q S = S^{-1}(TI + U\mu(Q))S = TI + US^{-1}\mu(Q))S = TI + U\mu(Q|s) = S^{(T, U)}_{Q'}. \quad \square$$

Our next lemma shows that all the integral solutions of the equation $Q(x, y) = 1$ can be computed from a single integral solution by applying automorphs. As a warning we add the remark that this does not hold in general\(^4\) for equations of the form $Q(x, y) = n$ with $n \neq 1$.

**Lemma 3.6.** Let $Q$ be a quadratic form with discriminant $\Delta$, and assume that there are integers $x, y, x', y'$ such that $Q(x, y) = Q(x', y') = 1$. Then there is an automorph $S = S^{(T, U)}_Q$ with $(x', y') = S^{-1}(x, y)$.

**Proof.** Solving the system $(x, y) = S(x', y')$ for $U$ and $T$ we get

$$x = (T - \frac{B}{2}U)x' - CUY' \quad y = A Ux' + (T + \frac{B}{2}U)y',$$

which we can write as

$$x = Tx' - (Cy' + \frac{B}{2}x')U \quad y = Ty' + (Ax' + \frac{B}{2}y')U.$$ 

Multiplying these equations through by $-y'$ and $x'$, respectively, and adding the resulting equations gives

$$x'y - xy' = U[Ax'^2 + Bx'y' + Cy'^2] = U.$$ 

Eliminating $U$, we similarly find

$$x(Ax' + \frac{B}{2}y') + y(Cy' + \frac{B}{2}x') = T[x'(Ax' + \frac{B}{2}y') + y'(Cy' + \frac{B}{2}x')]$$

$$= T(Ax'^2 + Bx'y' + Cy'^2) = T.$$ 

This proves the claim. \( \square \)

### 3.3. The Action of the Modular Group on Cubes

Where the modular group returns to the stage and acts in a triple role.

We now define an action of $S = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z})$ on the cube by replacing the cube $A$ with upper face $M_1$ and bottom face $N_1$ by the cube $A'$ with upper face $rM_1 + tN_1$ and bottom face $sM_1 + uN_1$. It turns out that this action induces the usual $\text{SL}_2(\mathbb{Z})$-action on $Q_1$; the form $Q_1'$ attached to the cube $A'$ is nothing but $Q_1|_S$.

**Lemma 3.7.** Let $A$ be a cube, $S \in \text{SL}_2(\mathbb{Z})$, and let $A' = A|_S$ be the cube we get by letting $S$ act on the upper and bottom faces of $A$; then $\text{disc} A' = \text{disc} A$. If the associated quadratic forms are denoted by $Q_i$ and $Q'_i$, then $Q'_1 = Q_1|_S$, $Q'_2 = Q_2$, and $Q'_3 = Q_3$.

---

\(^4\) Exercise: Where does the proof go wrong in this case?
Proof. We know that \( Q_1 = -\det(M_1 x + N_1 y) \); applying \( S = \begin{pmatrix} t & s \\ u & v \end{pmatrix} \) we see that

\[
Q'_1(x, y) = -\det((rM_1 + tN_1)x + (sM_1 + uN_1)y) \\
= -\det(M_1(rx + sy) + N_1(tx + uy)).
\]

Since \( Q_1 = (A, B, C) = -\det(M_1 x + N_1 y) \), we find

\[
Q'_1(x, y) = A(rx + sy)^2 + B(rx + sy)(tx + uy) + C(tx + uy)^2
\]

where \( A', B', \text{ and } C' \) agree with the values we have computed in (1.2 The Action of the Modular Group equation.1.1.2):

\[
A' = Ar^2 + Brt + Ct^2, \\
B' = 2(Ars + Ctu) + B(ru + st), \\
C' = As^2 + Bsu + Cu^2.
\]

Thus we see that \( Q'_1(x, y) = Q|_S(x, y) \) as claimed.

Observe also that the action of \( \SL_2 (\mathbb{Z}) \) is trivial on the quadratic forms \( Q_2 \) and \( Q_3 \), since this group acts by row and column operations on \( M_j \) and \( N_j \) for \( j = 2, 3 \), hence does not change the determinants \( \det(M_j x + N_j y) \). □

The last claim can be made more obvious by using the matrix representation (3.11 The Plücker Relation equation.3.1.11): then the cube \( A|_S \) (where \( S = \begin{pmatrix} t & s \\ u & v \end{pmatrix} \) as before) is represented by the matrix

\[
M(A|_S) = \begin{pmatrix} ra + te & rb + tf & rc + tg & rd + th \\ sa + ue & sb + uf & sc + ug & sd + uh \end{pmatrix} = S^{tr} M(A).
\]

Note that

\[
M(A|_{ST}) = (ST)^{tr} M(A) = T^{tr} S^{tr} M(A) = T^{tr} M(A|_S) = M((A|_S)|_T),
\]

so this is indeed an action.

We have already seen (see (3.5 From Cubes to Forms equation.3.1.5)) that the six minors of \( M(A) \) essentially are the coefficients of \( Q_1^A \) and \( Q_2^A \). Since the minors of \( M(A|_S) \) are the minors of \( M(A) \) multiplied by \( S^{tr} \) from the left, they have equal determinants, and this shows that the forms \( Q_1 \) and \( Q_2 \) computed from \( A \) and \( A|_S \) are indeed the same.

Now instead of letting \( \SL_2 (\mathbb{Z}) \) act on the pair \((M_1, N_1)\) as above we can also let it act on \((M_2, N_2)\) and \((M_3, N_3)\), respectively. In this way we get an action of the group \( \Gamma = \SL_2 (\mathbb{Z}) \times \SL_2 (\mathbb{Z}) \times \SL_2 (\mathbb{Z}) \) on the set of cubes; the action \( A|_S \) described above now is \( A|_{(S_1, S_2, S_3)} \), where \( I \) is the identity element in \( \SL_2 (\mathbb{Z}) \). Note that the action of the three factors in \( \Gamma \) commutes: if you let an element \((S_1, S_2, S_3)\) act on a cube then it does not matter whether you first let \( S_1 \) act on \((M_1, N_1)\) and then \( S_2 \) on \((M_2, N_2)\) or the other way round (check this! This follows from the fact that row and column transformations commute, which in turn may be seen as a consequence of the associativity of matrix multiplication).

Observe also that the action of the subgroup \( I \times \SL_2 (\mathbb{Z}) \times \SL_2 (\mathbb{Z}) \) of \( \Gamma \) is trivial on the quadratic form \( Q_1 \) (as above, this subgroup acts by row and column operations on \( M_1 \) and \( N_1 \), hence does not change the determinant \( \det(M_1 x + N_1 y) \)).
Primitive Cubes

A cube $\mathcal{A}$ is called *primitive*\(^5\) if its three associated quadratic forms $Q_i^\mathcal{A}$ are primitive.

**Theorem 3.8.** The group $\text{SL}_2(\mathbb{Z})^3 = \text{SL}_2(\mathbb{Z}) \times \text{SL}_2(\mathbb{Z}) \times \text{SL}_2(\mathbb{Z})$ acts on the set of primitive cubes with discriminant $\Delta$.

This follows immediately from the fact that $\text{SL}_2(\mathbb{Z})$ acts on primitive forms with discriminant $\Delta$. For showing that a cube is primitive if two of its quadratic forms are primitive, we need a lemma that will also be helpful later on.

**Lemma 3.9.** Let $\mathcal{A}$ be a cube for which $Q_1^\mathcal{A}$ is primitive. Then $\mathcal{A}$ is equivalent to a cube of the form

$$
\begin{bmatrix}
A' \\
0 \\
1 \\
0 \\
1 \\
-1
\end{bmatrix}
\begin{bmatrix}
A \\
B \\
-1
\end{bmatrix}
\begin{bmatrix}
B \\
A
\end{bmatrix}
$$

**Proof.** We start by observing that if $Q_1$ is primitive, then $\gcd(a, b, \ldots, h) = 1$. This implies that the element 1 is a $\mathbb{Z}$-linear combination of the coefficients $a, b, \ldots, h$, and we can transform $\mathcal{A} = [a, b, \ldots, h]$ into a cube with $c = 1$ by letting a suitable element of $\text{SL}_2(\mathbb{Z})^3$ act on it. The element $c = 1$ can then be used to make the adjacent corners $a, d$ and $g$ vanish.

Let us record the following

**Corollary 3.10.** Given primitive forms $Q$ and $Q'$ with the same discriminant, we can find integers $A, A', B, C$ with $Q \sim (A, B, A'C)$, $Q' \sim (A', B, AC)$, and $\gcd(A, A', B) = 1$.

**Proof.** The fact that $\gcd(A, A', B) = 1$ follows from the primitivity of $Q$.

Now we can prove

**Lemma 3.11.** If the forms $Q_1$ and $Q_2$ attached to the cube $\mathcal{A}$ are primitive, then so is $Q_3$.

**Proof.** The primitivity of forms is an invariant under the action of the modular group; we thus may assume without loss of generality that $\mathcal{A}$ is as in Lemma 3.9lemmacount.3.9. The three quadratic forms associated to $\mathcal{A}$ are

$$
Q_1 = Ax^2 + Bxy + A'Cy^2,
Q_2 = A'x^2 + Bxy + ACy^2,
Q_3 = AA'x^2 - Bxy + Cy^2.
$$

For showing that $Q_3$ is primitive we need to check that $\gcd(AA', B, C) = 1$, or that $\gcd(AA', B)$ and $C$ are coprime. But from elementary number theory we know that $\gcd(AA', B) \mid \gcd(A, B)\gcd(A', B)$, and since $Q_1$ and $Q_2$ are primitive, these gcd’s are coprime to $A'C$ and $AC$, respectively; in particular, they are coprime to $C$.

The same kind of argument also proves the following lemma:

**Lemma 3.12.** If the forms $Q_1$ and $Q_2$ attached to the cube $\mathcal{A}$ are positive definite, then so is $Q_3$.

Indeed, a form with negative discriminant is positive definite if and only if its leading coefficient is positive; in the notation of Lemma 3.11lemmacount.3.11, this means that $A > 0$ and $A' > 0$. But then $AA' > 0$, and this implies that $Q_3$ is positive definite.

\(^5\) Bhargava used the term “projective”.
3.4. From Forms to Cubes

Where we show how to compute a cube to which two given primitive forms with the same discriminant are attached: variations on a Gauss composition by Speiser, Arndt, and Dirichlet.

We have seen how to attach three binary quadratic forms with the same discriminant to a cube \( \mathcal{A} \). Now we show that, conversely, to each pair of primitive binary quadratic forms of the same discriminant \( \Delta \) we can construct a cube \( \mathcal{A} \) giving rise to these forms.

The literature on quadratic forms contains countless ways of constructing these cubes; here we present three of them, due respectively to Speiser, Arndt, and Dirichlet.

Let us call three primitive quadratic forms \( Q_1, Q_2, Q_3 \) collinear (we will write \( Q_1Q_2Q_3 \sim 1 \)) if there is a cube \( \mathcal{A} \) such that \( Q_i = Q_i^\mathcal{A} \) for \( i = 1, 2, 3 \). So far we have proved the following results on collinearity:

- If \( Q_1Q_2Q_3 \sim 1 \) and \( Q_1 \) and \( Q_2 \) are primitive, then so is \( Q_3 \) (Lemma 3.11lemmacount.3.11).
- If \( Q_1Q_2Q_3 \sim 1 \) and \( Q_1 \) and \( Q_2 \) are positive definite, then so is \( Q_3 \) (Lemma 3.12lemmacount.3.12).

In this section, we will present several methods for computing a form \( Q_3 \) collinear with given forms \( Q_1, Q_2 \): in other words:

- Given two primitive forms \( Q_1 \) and \( Q_2 \) with the same discriminant \( \Delta \), there always is a form \( Q_3 \) with discriminant \( \Delta \) such that \( Q_1Q_2Q_3 \sim 1 \) (Thm. 3.13lemmacount.3.13).

Afterwards we will use collinearity to define a group structure on the set of equivalence classes of primitive forms with discriminant \( \Delta \).

**Composition of Forms**

The main result in this section is

**Theorem 3.13.** Let \( \Delta \neq 0 \) be a discriminant. For any pair \( Q_1 = (A_1, B_1, C_1) \) and \( Q_2 = (A_2, B_2, C_2) \) of primitive forms with discriminant \( \Delta \) there is a cube \( \mathcal{A} \) such that \( Q_1 = Q_1^\mathcal{A} \) and \( Q_2 = Q_2^\mathcal{A} \).

More precisely: if \( A_1A_2 \neq 0 \), and if we put \( B = \frac{1}{2}(B_1 + B_2) \), \( e = \gcd(A_1, A_2, B) \), \( a = 0 \), \( b = A_1/e \), \( c = A_2/e \), and \( d = B/e \), then there exist integral solutions \( f, g, h \) of the diophantine equations

\[
bg - cf = \frac{B_1 - B_2}{2}, \quad h = \frac{fd - C_2}{b}
\]

such that

\[
\begin{array}{c}
0 \\
e \\
A_1/e \\
\downarrow \\
g \\
\downarrow \\
h \\
A_2/e \\
\downarrow \\
B/e
\end{array}
\]

is a cube with associated forms \( Q_1, Q_2 \) and \( Q_3 = (A_3, B_3, C_3) \), where

\[
A_3 = \frac{A_1A_2}{e^2} \quad \text{and} \quad B_3 = \frac{A_1}{e} f + \frac{A_2}{e} B. \quad (3.16)
\]
The matrix $\mathcal{M} = (0\ b\ c\ d\ e\ f\ g\ h)$ associated to the cube $\mathcal{A}$ will be called a composition matrix for $Q_1$ and $Q_2$. Observe that the gcd in the definition of $e$ is determined only up to sign; but replacing $e$ by $-e$ changes the composition matrix $\mathcal{M}$ into $-\mathcal{M}$, which produces the same triple of forms $Q_1, Q_2, Q_3$.

In the proof of Thm. 3.13lemmacount.3.13 we will use the following lemma:

**Lemma 3.14.** Let $Q_1 = (A_1, B_1, C_1)$ and $Q_2 = (A_2, B_2, C_2)$ be quadratic forms with discriminant $\Delta$, and set $B = \frac{1}{2}(B_1 + B_2)$, $e = \gcd(A_1, A_2, B)$, and $\alpha = \gcd(A_1/e, A_2/e)$. Then $\alpha | \frac{1}{2}(B_1 - B_2) \cdot \frac{B}{e}$. The claim follows from the observation that $\alpha$ and $\frac{B}{e}$ are coprime.

**Proof of Thm. 3.13lemmacount.3.13.** In the proof below we will assume that $A_2 = -M_{13} \neq 0$. It can easily be modified if any of $A_1, C_1$ or $C_2$ is $0$. In the remaining case, the primitivity of the forms implies $B_1 = \pm 1$, hence $\Delta = 1$; in this case we will see that there is only one reduced form, so composition is trivial.

If we set $a = 0$, $e = \gcd(A_1, A_2, B)$, $b = A_1/e$, $c = A_2/e$, and $d = B/e$, then the cube $\mathcal{A}$ in (3.15equation.3.15) satisfies $\det U = -A_1$, $\det L = -A_2$, and $\det D_{UL} = B$. Thus the three minors $M_{ij}, M_{13}$ and $M_{14}$ of $M(\mathcal{A}) = (a\ b\ c\ d\ e\ f\ g\ h)$ already have the desired values. Observe also that $A_3 = bc - ad = A_1A_2/e^2$ as claimed.

Next we determine integers $f$ and $g$ such that $M_{23} = bg - cf = \frac{1}{2}(B_1 - B_2)$. This equation is solvable in integers because $\gcd(b, c) | M_{23}$ by Lemma 3.14lemmacount.3.14.

Finally, $h$ is determined by $-C_2 = M_{24} = bh - fd$: we get $h = (M_{24} + df)/b$. The resulting cube $\mathcal{A}$ now gives rise to the correct forms $Q_1$ and $Q_2$: all the minors $M_{ij}$ with the possible exception of $M_{34}$ have the desired values, and the fact that $M_{34} = -C_1$ follows from the Plücker relation (observe that $M_{12} = -A_2 \neq 0$).

If $h$ happens to be an integer, we are done. If not, then we observe that $bh$ and $ch$ are integers, hence the denominator of $h$ must divide $\gcd(b, c) = \alpha$. Write $h = H/\alpha$ and determine an integer $r$ such that $r\frac{B}{e} \equiv H \mod \alpha$ (this is possible since $\frac{B}{e}$ and $\alpha$ are coprime). Then subtract $\frac{r}{\alpha}$ times the front face from the back face of $\mathcal{A}$; since $a, b, c$ are divisible by $\alpha$, the numbers $e' = e$, $f'$, $g'$ will remain integral. Moreover, we get $h' = h - \frac{r}{\alpha} \frac{B}{e} = \frac{H - r\frac{B}{e}}{\alpha} \in \mathbb{Z}$. 

**Example 1.** Let us take the forms $Q_1 = (2, 2, 21)$ and $Q_2 = (6, 2, 7)$ with discriminant $\Delta = -164$. We set $a = 0$, $B = 2$, $c = \gcd(2, 6, 2) = 2$, $b = 2/2 = 1$, $c = 6/2 = 3$, and $d = 2/2 = 1$. Since $M_{23} = (B_1 - B_2)/2 = 0$, we can take $f = g = 0$. Finally, $h = (M_{24} + df)/b = -7$ is an integer, so we are done. We have found

$$\mathcal{A} = \begin{pmatrix} 2 & 0 \\ 0 & 1 \\ 3 & 1 \end{pmatrix}$$

and the associated quadratic forms are $Q_1 = (2, 2, 21), Q_2 = (6, 2, 7)$, and $Q_3 = (3, -2, 14)$.

**Example 2.** Let us compose the forms $Q_1 = (6, 5, 8)$ and $Q_2 = (6, 1, 7)$ with discriminant $\Delta = -167$. Using $e = \gcd(A_1, A_2, (B_1 + B_2)/2) = 3$ we easily find $(a\ b\ c\ d\ e\ f\ g\ h) = \begin{pmatrix} 0 & 2 & 2 \\ 3 & 0 & 1 \\ -1 \end{pmatrix}$.
For getting integral entries we add half the top row to the bottom row and get \( \begin{pmatrix} 0 & 2 & 2 & 1 \\ 0 & 1 & 3 & 7 \end{pmatrix} \), which in turn gives \( Q_3 = (4, 3, 11) \).

**Example 3.** Let us compose the forms \( Q_1 = (5, 26, 18) \) and \( (15, 44, 27) \) with discriminant \( \Delta = 316 \). We set \( B = 35, a = 0, e = \gcd(5, 15, 35) = 5, b = A_1/e = 1, c = A_2/e = 3 \) and \( d = B/e = 7 \), and then solve the equation \( g - 3f = bg - cf = (B_1 - B_2)/2 = -9 \) by putting \( g = 0 \) and \( f = 3 \), and finally set \( h = (fd - C_2)/b = (21 - 27)/1 = -6 \). Thus we get \( M(Q) = \begin{pmatrix} 3 & 3 & 3 \\ 0 & 3 & 0 \\ 2 & 7 & 6 \end{pmatrix} \), which yields the form \( Q_3 = (3, -26, 30) \sim (3, 20, 7) \).

**Example 4.** A composition matrix for the forms \( Q_1 = (3, 8, 0) \) and \( Q_2 = (0, 8, 5) \) with discriminant \( \Delta = 8^2 \) is given by \( M = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \); it yields \( Q_3 = (0, -8, -1) \), so \( Q_1 Q_2 \sim (0, 8, -1) \).

**Arndt’s Congruences**

We have seen above how to construct cubes from given primitive forms \( Q_1, Q_2 \) with the same discriminant; these cubes then give us a form \( Q_3 \) with \( Q_1 Q_2 Q_3 \sim 1 \). Since collinearity will be used for defining a group structure on the set of equivalence classes, it is important to have simple formulas for computing \( Q_3 \). In this section we will derive such formulas which will turn out to be useful later when we will discuss the group laws on Jacobians of elliptic and hyperelliptic curves. Assume that we are given primitive quadratic forms \( Q_1 = (A_1, B_1, C_1) \) and \( Q_2 = (A_2, B_2, C_2) \) with the same discriminant, and set \( e = \gcd(A_1, A_2, B) \). We would like to have formulas for computing a form \( Q_3 \) such that \( Q_1 Q_2 Q_3 \sim 1 \). We have seen in the proof of Thm. 3.13lemmacount.3.13 that we can take \( A_3 = A_1 A_2/e^2 \). Since \( C_3 \) can be computed from \( A_3 \) and \( B_3 \) and the common discriminant, it remains to give a formula for \( B_3 \). Actually, since we are only interested in the equivalence class of \( Q_3 \), it is sufficient to know the congruence class \( B_3 \mod 2A_3 \).

In the proof of Thm. 3.13lemmacount.3.13 we have used the equations

\[
\begin{align*}
\frac{A_1}{e} g - \frac{A_2}{e} f &= \frac{B_1 - B_2}{2} \\
B_3 &= \frac{A_1}{e} g + \frac{A_2}{e} f - \frac{B_1 + B_2}{2},
\end{align*}
\]

from which we deduce

\[
B_3 = 2 \frac{A_1}{e} g - B_2 \equiv -B_2 \mod 2 \frac{A_1}{e}.
\]

Similarly we can prove that \( B_3 \equiv -B_1 \mod 2A_2/e \). Finally we find

\[
\begin{align*}
\frac{B}{e} B_3 &= \frac{B}{e} \left( \frac{A_1}{e} g + \frac{A_2}{e} f - B \right) = -\frac{B^2}{e} + \frac{A_1}{e^2} B_2 + \frac{A_2}{e^2} f \\
&= -\frac{B^2}{e} + \frac{A_1}{e} \left( C_1 + \frac{A_2}{e} h \right) + \frac{A_2}{e^2} \left( C_2 + \frac{A_1}{e} h \right) \\
&= -\frac{B^2}{e} + \frac{A_1 C_1}{e} + \frac{A_2 C_2}{e} + 2 \frac{A_1}{e} \frac{A_2}{e} h \equiv -\frac{1}{e} (B^2 + A_1 C_1 + A_2 C_2) \\
&= \frac{1}{e} \left( -B^2 + 2A_1 C_1 + B \frac{B_2 - B_1}{2} \right) = -\frac{\Delta + B_1 B_2}{2} \mod 2A_1 A_2/e^2.
\end{align*}
\]

Thus \( B_3 \) satisfies the congruences

\[
\begin{align*}
\frac{A_2}{e} B_3 &\equiv -\frac{A_2}{e} B_1 \mod 2 \frac{A_1 A_2}{e^2}, \\
\frac{A_1}{e} B_3 &\equiv -\frac{A_1}{e} B_2 \mod 2 \frac{A_1 A_2}{e^2}, \\
\frac{B}{e} B_3 &\equiv -\frac{A_1 B_1 + B_2}{2} \mod 2 \frac{A_1 A_2}{e^2}.
\end{align*}
\] (3.17)
Since the coefficients of $B_3$ on the left hand side, namely $A_1/e$, $A_2/e$ and $B/e$, have greatest common divisor 1, these congruences determine $B_3$ uniquely modulo $2A_1A_2/e^2 = 2A_3$. In fact, if we choose integers $\lambda, \mu, \nu$ satisfying the Bezout equation $\lambda A_1 + \mu A_2 + \nu B = e$, then clearly

$$B_3 = \frac{1}{e}(\lambda A_1 + \mu A_2 + \nu B)B_3$$

$$\equiv -\lambda \frac{A_1}{e} B_2 - \mu \frac{A_2}{e} B_1 - \nu \frac{\Delta + B_1B_2}{2} \mod 2A_1A_2.$$

But now we observe that the residue class $B_3 \mod 2A_3$ determines the equivalence class of $Q_3$; in fact we find

**Corollary 3.15.** Let $Q_i = (A_i, B_i, C_i)$ ($i = 1, 2$) be primitive binary quadratic forms with discriminant $\Delta$, and set $B = \frac{B_1 + B_2}{2}$, and gcd$(A_1, A_2, B) = e$. Then $Q_1Q_2Q_3 \sim 1$ for $Q_3 = (A_3, B_3, C_3)$, where $A_3 = A_1A_2/e^2$, $B_3$ is determined by the congruences (3.17 Arndt’s Congruence equation, 3.4.17), and $C_3 = \frac{B_3^2 - \Delta}{4A_3}$. 

Alternatively, given a solution of the Bezout equation $\lambda A_1 + \mu A_2 + \nu B = e$, we can compute $B_3$ using the formula

$$eB_3 = -\lambda A_1B_2 - \mu A_2B_1 - \nu \frac{\Delta + B_1B_2}{2}.$$

**Example.** Using Speiser’s method (Example 2 above) we have found that $Q_1Q_2Q_3 \sim 1$ for the forms $Q_1 = (6, 5, 8)$ and $Q_2 = (6, 1, 7)$, which implies that $Q_1 \ast Q_2 \sim (4, -3, 11)$. Composition via Arndt’s congruences requires solving the equation $6\lambda + 6\mu + 3\nu = 1$; taking $\lambda = \mu = 0$ and $\nu = 1$, we find $A_3 = A_1A_2/e = 4$ and $B_3 = \frac{1}{6}(167 - 5) = 27$. Thus $Q_3 = (4, 27, 56) \sim (4, 3, 11)$.

**Dirichlet’s Concordant Forms**

Dirichlet’s method of concordant forms is yet another technique for computing a form $Q_3$ collinear with given forms $Q_1$ and $Q_2$. The basic idea is the following: since we are only interested in the equivalence class of $Q_3$, we may use the action of SL$_2(\mathbb{Z})$ to replace $Q_1$ and $Q_2$ by equivalent forms before we compute $Q_3$. Dirichlet realized that the representatives $Q_1$ and $Q_2$ of their equivalence classes can be chosen in such a way that composition is as easy as plain multiplication of integers.

Let us call quadratic forms $(A, B, C)$ and $(A', B', C')$ with nonsquare discriminant $\Delta$ **concordant** if the coefficients have the following properties:

1. $B = B'$;
2. $A' \mid C$ and $A \mid C'$.

The composition of concordant forms is almost trivial:

**Proposition 3.16.** If $Q$ and $Q'$ are concordant, then $Q = (A, B, A'C)$ and $Q' = (A', B, AC)$ for integers $A, A', B, C$, and with $Q'' = (AA', B, C)$, we have $QQ'Q'' \sim 1$.

**Proof.** Consider the cube $A$ given by

```
    A'  B
  ---   ---
  |   |   A
  |   |  0
  1  0  -C
```
Proof. Write \( p \) there are Let Lemma 3.17. B,t where we have used that gcd(Q ∼ 1

This implies the claim.

In order to be able to actually work with Dirichlet composition, we need a method for changing two given forms \( Q_1, Q_2 \) into equivalent forms \( Q_1' \sim Q_1 \) and \( Q_2' \sim Q_2 \) such that \( Q_1' \) and \( Q_2' \) are concordant. The main lemma for achieving this is the following:

Lemma 3.17. Let \( Q = (A,B,C) \) be a primitive quadratic form. Then for any \( N \in \mathbb{N} \) there are \( r,s \in \mathbb{Z} \) such that \( Q(r,s) \) is coprime to \( N \).

Proof. Write \( N = rst \), where \( (r,C) = 1 \), and where the primes \( p \mid s \) and \( q \mid t \) satisfy \( p \mid C, p \nmid A, q \mid A \) and \( q \mid C \). Then we find

\[
\begin{align*}
gcd(Q(r,s),r) &= gcd(Cs^2,r) = 1, \\
gcd(Q(r,s),s) &= gcd(Ar^2,s) = 1, \\
gcd(Q(r,s),t) &= gcd(Brs,t) = 1, \\
\end{align*}
\]

where we have used that gcd\((B,t) = 1\) because \( Q \) is primitive.

For composing two forms it is sufficient to make two forms concordant; for the proof of associativity of composition we need to do the same with three given forms:

Proposition 3.18. Let \( Q_1, Q_2, Q_3 \) be primitive quadratic forms with discriminant \( \Delta \). Then there exist integers \( A_1, A_2, A_3, B, C \) such that

\[
Q_1 \sim (A_1,B,A_2A_3C), \quad Q_2 \sim (A_2,B,A_1A_3C), \quad Q_3 \sim (A_3,B,A_1A_2C).
\]

Proof. By Lemma 3.17lemmacount.3.17, we may assume without loss of generality that the \( A_i \) are odd and pairwise coprime. Since each \( B_i \) may be changed modulo \( 2A_i \), we need to show that the system of congruences

\[
B \equiv B_1 \mod 2A_1, \quad B \equiv B_2 \mod 2A_2, \quad B \equiv B_3 \mod 2A_3
\]

is solvable. Since the \( A_i \) are pairwise coprime, we have gcd\((2A_1, 2A_2, 2A_3) = 2\), hence the system has a solution if and only if \( B_1 \equiv B_2 \equiv B_3 \mod 2 \). But this follows from the fact that the forms have the same discriminant.

Now we have forms \((A_i, B, C_i)\) with \( \Delta = B^2 - 4A_iC_i \). Thus \( 4A_1C_1 = 4A_2C_2 \), hence \( A_1C_1 = A_2C_2 \); since \( A_1 \) and \( A_2 \) are coprime, we must have \( A_2 \mid C_1 \) and \( A_1 \mid C_2 \). Thus we can write \( Q_1 = (A_1, B, A_2C') \), \( Q_2 = (A_2, B, A_1C') \).

Next \( A_3C_3 = A_1C' = A_2C' \) implies \( A_1A_2 \mid C_3 \) and \( A_3 \mid C' \), hence there is an integer \( C \) such that \( Q_1 = (A_1, B, A_2A_3C), Q_2 = (A_2, B, A_1A_3C) \) and \( Q_3 = (A_3, B, A_1A_2C) \).  

Example. For composing the forms \( Q_1 = (3,20,7) \) and \( Q_2 = (3,22,14) \), we replace the first form by the equivalent form \((7,−20,3)\) and then solve the system of congruences \( B \equiv -20 \mod 14 \) and \( B \equiv 22 \mod 6 \). We find \( B = 22\), so \((7,−20,3) \sim (7,22,6)\). Thus \( A = 7, B = 22, A' = 3, C = 2\), hence \( Q_1Q_2 \sim (21,22,2)\).
3.5. Collinearity and the Group Law

Where forms line up and classes form a group.

The notion of collinearity of forms, which we have introduced above, seems to have little to do with collinearity, except that three classes may or may not be collinear, whereas for two given classes there is always a third such that the three are collinear. Only when we will study the group law on elliptic curves we will see that the connection is more than superficial.

In this section we will prove a couple of properties of collinearity, which we will use to endow the set Cl$(\Delta)$ of $SL_2(\mathbb{Z})$-equivalence classes of primitive forms of discriminant $\Delta$ with a group structure. We start with

Lemma 3.19. Collinearity only depends on the equivalence classes of the forms: If $Q_1 Q_2 Q_3 \sim 1$ and $Q_j' \sim Q_j$ for $j = 1, 2, 3$, then $Q_1 Q_2 Q_3' \sim 1$.

Proof. Since $Q_1 Q_2 Q_3 \sim 1$, there is a cube $A$ with $Q_i = Q_i^A$. Next $Q_j' \sim Q_j$ for $j = 1, 2, 3$ implies the existence of elements $S_i \in SL_2(\mathbb{Z})$ with $Q_i' = Q_i |_{S_i}$. Now put $B = A |_{(S_1, S_2, S_3)}$.

We will have to investigate to which degree $Q_3$ is determined by $Q_1$ and $Q_2$ and the condition that the three forms be collinear.

Let us start by showing that collinearity does not depend on the choice of the cube:

Lemma 3.20. If $A$ and $B$ are cubes with $Q_1^A = Q_1^B$ and $Q_2^A = Q_2^B$, then $Q_3^A \sim Q_3^B$.

This result\textsuperscript{\textsuperscript{6}} will be proved by invoking Gauss’s Lemma (there are actually three results known as Gauss’s Lemma: one in the theory of quadratic residues, one in the theory of polynomial rings, and the following):

Lemma 3.21 (Gauss’s Lemma). Let

$$M = \begin{pmatrix} p_1 & p_2 & \cdots & p_n \\ q_1 & q_2 & \cdots & q_n \end{pmatrix} \quad \text{and} \quad M' = \begin{pmatrix} p'_1 & p'_2 & \cdots & p'_n \\ q'_1 & q'_2 & \cdots & q'_n \end{pmatrix}$$

be two $2 \times n$-matrices ($n \geq 3$) with the following properties:

1. the $2 \times 2$-minors of $M$ are coprime;
2. there is an integer $m$ such that each minor of $M'$ is $m$ times the corresponding minor of $M$.

Then there is a matrix $A = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})$ with determinant $m$ such that $M' = AM$.

Proof. Since the minors $M_{ik} = \begin{vmatrix} p_i & p_k \\ q_i & q_k \end{vmatrix}$ of $M$ are coprime, there exist $n^2$ integers $x_{ik}$ such that the Bezout relation

$$\sum_{i,k=1}^n x_{ik} \begin{vmatrix} p_i & p_k \\ q_i & q_k \end{vmatrix} = 1$$

holds. Then we find

$$p_k \begin{vmatrix} p'_i & p'_j \\ q'_i & q'_j \end{vmatrix} + q_k \begin{vmatrix} p_i & p_j \\ q_i & q_j \end{vmatrix} = p_i \begin{vmatrix} p_k & p_j \\ q_k & q_j \end{vmatrix} - p_j \begin{vmatrix} q_k & p_i \\ q_j & q_k \end{vmatrix}$$

$$= \frac{1}{m} \left( p'_i \begin{vmatrix} p'_j & p'_k \\ q'_j & q'_k \end{vmatrix} - p'_j \begin{vmatrix} p'_k & p'_i \\ q'_k & q'_i \end{vmatrix} \right) = \frac{1}{m} \begin{vmatrix} p_i & p_j \\ q_i & q_j \end{vmatrix} = p_k \begin{vmatrix} p_i & p_k \\ q_i & q_k \end{vmatrix}.$$\textsuperscript{6} Lemma 3.19lemmacount.3.19 shows that it is sufficient to assume that $Q_1^A \sim Q_1^B$ and $Q_2^A \sim Q_2^B$.\textsuperscript{6}
Now set
\[ a = \sum_{ij} x_{ij} |p_i' p_j' q_i q_j|, \quad b = \sum_{ij} x_{ij} |p_i p_j q_i'| q_j'|, \quad c = \sum_{ij} x_{ij} |q_i' q_j' p_i p_j|, \quad d = \sum_{ij} x_{ij} |p_i' q_i q_j| q_j'. \]

Then \( a, b, c, d \) are integers satisfying
\[ a p_k + b q_k = \sum_{ij} x_{ij} \left( p_k |p_i' p_j' q_i q_j| + q_k |p_i p_j q_i'| q_j'| \right) = p_k' \sum_{ij} x_{ij} |p_i' p_j'| q_i q_j| = p_k'. \]

Similarly, we find \( c p_k + d q_k = q_k' \), and this completes the proof. The fact that \( \det A = m \) follows by taking the determinants of any relation \( M' = AM \) for a nonsingular \( M \).

In the applications we have in mind, the matrix will always be a \( 2 \times 4 \)-matrix, and we always will have \( \det A = m = 1 \).

**Proof of Lemma 3.20**

Assume now that \( A \) and \( B \) are cubes with \( Q_A^2 = Q_B^2 \) and \( Q_A^3 = Q_B^3 \) (we have changed indices); we have to show that \( Q_A^1 \sim Q_B^1 \).

Let \( M(A) \) and \( M(B) \) denote the \( 2 \times 4 \)-matrices corresponding to \( A \) and \( B \); then the six minors of \( M(A) \) and \( M(B) \) are determined by the coefficients of \( Q_A^2 \), \( Q_A^3 \) and \( Q_B^2 \), \( Q_B^3 \), respectively, so they must be equal. Gauss's Lemma then says that there is some \( S \in SL_2(\mathbb{Z}) \) such that \( M(B) = S^T M(A) \). But then \( Q_B^1 = Q_A^1 |S \sim Q_A^1 \) as claimed.

Of course, collinearity should not depend on how \( Q_1, Q_2, Q_3 \) are ordered:

**Lemma 3.22.** If \( Q_1, Q_2 \) and \( Q_3 \) are collinear, then so is any permutation of these forms.

**Proof.** Observe that the quadratic forms attached to the cubes
\[
\begin{array}{c|cc}
\text{A} & e & f \\
\hline
a & b \\
g & h \\
c & d \\
\end{array}
\quad \begin{array}{c|cc}
\text{B} & e & g \\
\hline
a & c \\
f & h \\
b & d \\
\end{array}
\]
satisfy \( Q_B^1 = Q_A^1, Q_B^2 = Q_A^2, Q_B^3 = Q_A^3 \). For cyclic permutations of the forms \( Q_i \), consider the cubes attached to the matrices \( \gamma \text{A} \) and \( \gamma^2 \text{A} \).

**Examples of Collinear Classes**

Next we produce examples of collinear equivalence classes of forms.

**Lemma 3.23.** Let \( Q_0 \) be the principal form with discriminant \( \Delta \). Then \( Q_0 Q_0 Q_0 \sim 1 \); moreover, for any primitive form \( Q = (A,B,C) \) and its opposite form \( Q^- = (A,-B,C) \), we have \( Q_0 Q Q^- \sim 1 \).

**Proof.** The proof of the first claim is easy: just take
\[
\begin{array}{cccc}
1 & 0 & 1 \\
0 & 1 & -m \\
1 & 0 & 1 \\
\end{array}
\quad \text{or} \quad \begin{array}{cccc}
1 & 1 & 1 \\
1 & -\mu & 1 \\
1 & 1 & 1 \\
\end{array}
\]
according as \( \Delta = 4m \) or \( \Delta = 4m + 1 = 4\mu - 3 \), with \( \mu = m + 1 \). Note that these cubes are “triply symmetric”: rotations by 120° about the long diagonal containing \( m \) and \( \mu \), respectively, leave the cubes invariant.

Next observe that \( B \equiv \Delta \mod 2 \); thus we can put \( B = 2b \) if \( \Delta = 4m \), and \( B = 2b - 1 \) if \( \Delta = 1 + 4m \). With \( b' = 1 - b \) we then find that the two cubes

\[
\begin{array}{c|c|c}
  A & -b \\
  \hline
  0 & 1 \\
  b & -C \\
  1 & 0 \\
\end{array}
\quad \text{and} \quad
\begin{array}{c|c|c}
  A & b' \\
  \hline
  0 & 1 \\
  b & -C \\
  1 & 0 \\
\end{array}
\]

give rise to the quadratic forms \( Q_1 = Q_0 \), \( Q_2 = (A, B, C) \), and \( Q_3 = (A, -B, C) \). This implies the claim.

\[ \square \]

### The Group Law

We are now ready to define composition of (equivalence classes of) forms. Let \( \Delta \) be a nonsquare discriminant, and write \( \Delta = \sigma^2 - 4m \) for \( \sigma \in \{0,1\} \). We will make the set \( \text{Cl}^+(\Delta) \) of equivalence classes of primitive binary quadratic forms of discriminant \( \Delta \) into a group whose neutral element is the class \( 1 = [Q_0] \) of the principal form \( Q_0 = (1, \sigma, m) \).

**Remark.** Gauss wrote composition additively; Poullet-Delisle, who translated the Disquisitiones into French, wrote it multiplicatively, but still talked about duplication (instead of squaring). Writing the group law additively has certain advantages; on the other hand, it is rather unusual to talk about duplicates instead of squares. Moreover it will become clear that composition of forms has a lot more in common with multiplication than with addition. In particular (and this was already known to Gauss), the class group of forms with square discriminant \( N^2 \) is isomorphic to the multiplicative group \((\mathbb{Z}/N\mathbb{Z})^\times\).

**Theorem 3.24.** There is a unique group law on the set \( \text{Cl}^+(\Delta) \) of equivalence classes of primitive binary quadratic forms of discriminant \( \Delta \) with the following properties:

1. The class \( 1 = [Q_0] \) of the principal form \( Q_0 = (1, \sigma, m) \) is the neutral element;
2. For three classes \( c_1, c_2, c_3 \in \text{Cl}^+(\Delta) \) we have \( c_1c_2c_3 = 1 \) if and only if they are collinear.

Since we have already shown that the classes of \( Q_0, Q = (A, B, C) \) and \( Q^- = (A, -B, C) \) are collinear, and since the class of \( Q_0 \) is the neutral element, we conclude that the class of \( Q^- \) is the inverse of \([Q]\).

Now we can define the “product” of two equivalence classes \([Q_1]\) and \([Q_2]\) by setting \([Q_1][Q_2] = [Q_3]\) if the classes of \( Q_1, Q_2, \) and \( Q^- \) are collinear. It remains to show that the group axioms are verified.

**Neutral Element.** The first axiom to check is that \([Q][Q_0] = [Q]\). But this is just the claim that the classes of \( Q_0, Q \) and \( Q^- \) are collinear (Lemma 3.23lemmacount.3.23).

**Inverse Elements.** We have already seen (Lemma 3.23lemmacount.3.23) that the inverse element of \([Q]\), where \( Q = (A, B, C) \), is the class of the form \( Q^- = (A, -B, C) \).

**Commutativity.** The fact that composition is abelian follows from the observation that if the classes of \( Q_1, Q_2, Q_3 \) are collinear, then so are the permutations of these classes (Lemma 3.22lemmacount.3.22).
**Associativity.** This is the axiom that is the most difficult to check given primitive quadratic forms \(Q_1, Q_2, Q_3\) of discriminant \(\Delta\), we have to show that \([(Q_1|Q_2)]Q_3 = [Q_1][Q_2][Q_3]\). Setting \([Q_{12}] = [Q_1][Q_2]\) and \([Q_{23}] = [Q_2][Q_3]\), this boils down to showing that if \(Q_{12}Q_3Q_4 \sim 1\) and \(Q_1Q_{23}Q_5 \sim 1\), then \(Q_1 \sim Q_5\).

Our proof of associativity uses Dirichlet composition: for checking that \([(Q_1|Q_2)]Q_3 = [Q_1][Q_2][Q_3]\), we may assume that the representatives \(Q_1\) of these classes can be written in the following form (see Prop. 3.18lemmacount.3.18):

\[
Q_1 = (A_1, B, A_2A_3C), \quad Q_2 = (A_2, B, A_1A_3C), \quad Q_3 = (A_3, B, A_1A_2C).
\]

Dirichlet composition then implies that

\[
([Q_1][Q_2])Q_3 = [(A_1A_2A_3, B, C)] = [Q_1][Q_2][Q_3].
\]

Using the composition algorithms it is now easy to compute group tables for the class groups \(\text{Cl}^+ (\Delta)\). In fact, class groups with squarefree order are necessarily cyclic; the cyclic group of order \(n\) is denoted by \((n)\) in Table 3.1Class groups for negative discriminantstable.3.1 below. For distinguishing between, say, the cyclic group \((4)\) and the bicyclic group \((2, 2)\) it is sufficient to compute the orders of elements.

<table>
<thead>
<tr>
<th>(\Delta)</th>
<th>(\text{Cl}^+ (\Delta))</th>
<th>(\Delta)</th>
<th>(\text{Cl}^+ (\Delta))</th>
<th>(\Delta)</th>
<th>(\text{Cl}^+ (\Delta))</th>
<th>(\Delta)</th>
<th>(\text{Cl}^+ (\Delta))</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>(1)</td>
<td>-3</td>
<td>(1)</td>
<td>-3</td>
<td>(1)</td>
<td>-3</td>
<td>(1)</td>
</tr>
<tr>
<td>-4</td>
<td>(1)</td>
<td>-4</td>
<td>(1)</td>
<td>-4</td>
<td>(1)</td>
<td>-4</td>
<td>(1)</td>
</tr>
<tr>
<td>-7</td>
<td>(1)</td>
<td>-7</td>
<td>(1)</td>
<td>-7</td>
<td>(1)</td>
<td>-7</td>
<td>(1)</td>
</tr>
<tr>
<td>-8</td>
<td>(1)</td>
<td>-8</td>
<td>(1)</td>
<td>-8</td>
<td>(1)</td>
<td>-8</td>
<td>(1)</td>
</tr>
<tr>
<td>-11</td>
<td>(1)</td>
<td>-11</td>
<td>(1)</td>
<td>-11</td>
<td>(1)</td>
<td>-11</td>
<td>(1)</td>
</tr>
<tr>
<td>-12</td>
<td>(1)</td>
<td>-12</td>
<td>(1)</td>
<td>-12</td>
<td>(1)</td>
<td>-12</td>
<td>(1)</td>
</tr>
<tr>
<td>-15</td>
<td>(1)</td>
<td>-15</td>
<td>(1)</td>
<td>-15</td>
<td>(1)</td>
<td>-15</td>
<td>(1)</td>
</tr>
<tr>
<td>-16</td>
<td>(1)</td>
<td>-16</td>
<td>(1)</td>
<td>-16</td>
<td>(1)</td>
<td>-16</td>
<td>(1)</td>
</tr>
<tr>
<td>-19</td>
<td>(1)</td>
<td>-19</td>
<td>(1)</td>
<td>-19</td>
<td>(1)</td>
<td>-19</td>
<td>(1)</td>
</tr>
<tr>
<td>-20</td>
<td>(1)</td>
<td>-20</td>
<td>(1)</td>
<td>-20</td>
<td>(1)</td>
<td>-20</td>
<td>(1)</td>
</tr>
<tr>
<td>-23</td>
<td>(1)</td>
<td>-23</td>
<td>(1)</td>
<td>-23</td>
<td>(1)</td>
<td>-23</td>
<td>(1)</td>
</tr>
<tr>
<td>-24</td>
<td>(1)</td>
<td>-24</td>
<td>(1)</td>
<td>-24</td>
<td>(1)</td>
<td>-24</td>
<td>(1)</td>
</tr>
<tr>
<td>-27</td>
<td>(1)</td>
<td>-27</td>
<td>(1)</td>
<td>-27</td>
<td>(1)</td>
<td>-27</td>
<td>(1)</td>
</tr>
<tr>
<td>-28</td>
<td>(1)</td>
<td>-28</td>
<td>(1)</td>
<td>-28</td>
<td>(1)</td>
<td>-28</td>
<td>(1)</td>
</tr>
<tr>
<td>-31</td>
<td>(1)</td>
<td>-31</td>
<td>(1)</td>
<td>-31</td>
<td>(1)</td>
<td>-31</td>
<td>(1)</td>
</tr>
<tr>
<td>-32</td>
<td>(1)</td>
<td>-32</td>
<td>(1)</td>
<td>-32</td>
<td>(1)</td>
<td>-32</td>
<td>(1)</td>
</tr>
<tr>
<td>-35</td>
<td>(1)</td>
<td>-35</td>
<td>(1)</td>
<td>-35</td>
<td>(1)</td>
<td>-35</td>
<td>(1)</td>
</tr>
<tr>
<td>-36</td>
<td>(1)</td>
<td>-36</td>
<td>(1)</td>
<td>-36</td>
<td>(1)</td>
<td>-36</td>
<td>(1)</td>
</tr>
<tr>
<td>-39</td>
<td>(1)</td>
<td>-39</td>
<td>(1)</td>
<td>-39</td>
<td>(1)</td>
<td>-39</td>
<td>(1)</td>
</tr>
<tr>
<td>-40</td>
<td>(1)</td>
<td>-40</td>
<td>(1)</td>
<td>-40</td>
<td>(1)</td>
<td>-40</td>
<td>(1)</td>
</tr>
</tbody>
</table>

**Table 3.1.** Class groups for negative discriminants.

### 3.6. Class Groups in the Strict and Wide Sense

*Where we investigate different definitions of equivalence.*

As far as the theory of composition is concerned, there is no difference between forms with positive and forms with negative discriminant. For defining the class group \(\text{Cl}^+ (\Delta)\), however, we have used the set \(\mathcal{F}^+ (\Delta)\) of positive definite primitive forms with discriminant \(\Delta\) if \(\Delta < 0\), and the set \(\mathcal{F} (\Delta)\) of all primitive forms with discriminant \(\Delta\) if \(\Delta > 0\).
The group \( \text{SL}_2(\mathbb{Z}) \setminus \mathcal{F}(\Delta) \) of equivalence classes of primitive forms modulo \( \text{SL}_2(\mathbb{Z}) \)-equivalence contains \( \text{Cl}^+(\Delta) = \text{SL}_2(\mathbb{Z}) \setminus \mathcal{F}^+(\Delta) \) as a subgroup, but we do not get anything new from this construction since we have \( \text{SL}_2(\mathbb{Z}) \setminus \mathcal{F}(\Delta) \simeq \mathbb{Z}/2\mathbb{Z} \times \text{Cl}^+(\Delta) \).

Something more interesting happens if we change the notion of equivalence: call two forms \( Q \) and \( Q' \) equivalent (in the wide sense) if \( Q = Q'|_S \) for some matrix \( S \in \text{GL}_2(\mathbb{Z}) \), where the action of \( S \) on \( Q \) is defined by the formula

\[
Q'(X,Y) = \frac{1}{\det S} Q(rX + sY, tX + uY).
\]  

Since \( \det S = \pm 1 \), we could actually write \( \det S \) instead of \( \frac{1}{\det S} \), but in more general situations the formula (3.18) turns out to be the correct one.

Remark. Omitting the factor \( \det S \) in (3.18) leads to a notion of equivalence (see Exercise 1 Reduction of Binary Quadratic Form chapter.1.25 Exercises Item.110) used by Lagrange, Legendre, and Gauss; in fact, Gauss called forms which are equivalent with respect to (1.35) “improperly equivalent”. With respect to improper equivalence, the set of equivalence classes does not carry a natural group structure. On the other hand, improperly equivalent forms represent the same integers.

Remark. If two forms \( Q, Q' \) are equivalent with respect to \( \text{GL}_2(\mathbb{Z}) \), it is not necessarily true anymore that \( Q \) and \( Q' \) represent the same integers. An example is given by the two forms \( (1,0,-3) \) and \( (-1,0,3) \) with discriminant 12.

The class group in the strict sense, which we have used so far, was defined as

\[
\text{Cl}^+(\Delta) = \begin{cases} 
\text{SL}_2(\mathbb{Z}) \setminus \mathcal{F}(\Delta) & \text{if } \Delta > 0, \\
\text{SL}_2(\mathbb{Z}) \setminus \mathcal{F}(\Delta)^+ & \text{if } \Delta < 0.
\end{cases}
\]

From now on, the strict equivalence class of a form \( Q \) will be denoted by \( [Q]^+ \), and we write \( Q \sim Q' \) if \( Q \) and \( Q' \) are \( \text{SL}_2(\mathbb{Z}) \)-equivalent. We now define \( \text{Cl}(\Delta) \) as the set of (wide) equivalence classes with respect to the action of \( \text{GL}_2(\mathbb{Z}) \):

\[
\text{Cl}(\Delta) = \text{GL}_2(\mathbb{Z}) \setminus \mathcal{F}_\Delta.
\]

The wide equivalence class of a form \( Q \) will be denoted by \( [Q] \).

For a primitive quadratic form \( Q = (A, B, C) \), set \( -Q = (-A, -B, -C) \) and \( Q^{-1} = (A, -B, C) \), as well as \( Q^* = -Q^{-1} = (-A, B, -C) \). Observe that

\[
Q^* = Q|_R \quad \text{for} \quad R = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \in \text{GL}_2(\mathbb{Z}) \setminus \text{SL}_2(\mathbb{Z}).
\]  

(3.19)

In fact, since \( \text{SL}_2(\mathbb{Z}) \) has index 2 in \( \text{GL}_2(\mathbb{Z}) \), the matrix \( R \) represents the nontrivial coset of \( \text{SL}_2(\mathbb{Z})/\text{SL}_2(\mathbb{Z}) \).

Lemma 3.25. If \( Q \) is a positive definite primitive form with negative discriminant \( \Delta < 0 \), then \( [Q] \) is the disjoint union of the \( \text{SL}_2(\mathbb{Z}) \)-equivalence classes \( [Q]^+ \) and \( [Q^*]^+ \):

\[
|Q| = [Q]^+ \cup [Q^*]^+.
\]

Proof. The equivalence class containing \( Q \) contains only positive definite forms, the one containing \( Q^* \) only negative definite forms; this shows that the classes are disjoint. Moreover, \( Q \sim Q^* = Q|_R \) by (3.19), so \( [Q] \) contains both \( [Q]^+ \) and \( [Q^*]^+ \). Since \( \text{SL}_2(\mathbb{Z}) \) has index 2 in \( \text{GL}_2(\mathbb{Z}) \), the coset \( [Q] \) splits into at most two cosets, and this completes the proof. \( \square \)
The projection map \( \pi : \mathrm{Cl}^+(\Delta) \to \mathrm{Cl}(\Delta) \) sending \([Q]^+\) to \([Q]\) is clearly surjective. For negative discriminants, Lemma 3.25lemmacount.3.25 shows that \( \pi \) is bijective. For positive discriminants, we will use \( \pi \) for giving \( \mathrm{Cl}(\Delta) \) a group structure: given two classes \([Q_1]\) and \([Q_2]\), set \([Q_1][Q_2] = \pi((Q_1)^+[Q_2])\). We only have to show that this is well defined. In fact, pulling a class \([Q_1]\) back to \(\mathrm{Cl}^+(\Delta)\) can be done in two different ways: we have \(\pi([Q_1]^+) = [Q_1]\) as well as \(\pi((Q_1)^+) = [Q_1]\); all other preimages of \(Q_1\) differ from \(Q_1\) and \(Q_1^+\) only by \(\mathrm{SL}_2(\mathbb{Z})\)-equivalence. What we have to show is that, say, \(\pi([Q_1]^+,[Q_2]^+) = \pi([Q_1]^+,[Q_2]^+)\), which in turn would follow from the fact that \(Q_1Q_2Q_3 \sim 1\) implies \(Q_1^+Q_2^+ Q_3^+ \sim 1\). Since 
\(Q_1^+ \sim -Q_1^{-1}\), this is equivalent to \((-Q_1^{-1})Q_2(-Q_3^{-1}) \sim 1\), or, by inverting the relation, to \((-Q_1)Q_2^{-1}(-Q_3) \sim 1\). This follows from the following

**Proposition 3.26.** If \(Q_1, Q_2, Q_3\) are primitive binary quadratic forms with discriminant \(\Delta > 0\), then \(Q_1Q_2Q_3 \sim 1\) if and only if \((-Q_1)(-Q_2)(Q_3^{-1}) \sim 1\).

**Proof.** Let \(A\) be a cube with \(Q_1 = Q^A\). Let \(B\) be the cube you get from \(A\) by switching the front and the back faces, then (see p. 72From Cubes to FormsItem.178) \(Q_B^3 = -Q_1\), \(Q_2^B = -Q_2\), and \(Q_3^B = Q_3^{-1}\).

Since we have used \(\pi\) to give \(\mathrm{Cl}(\Delta)\) a group structure, the map \(\pi : \mathrm{Cl}^+(\Delta) \to \mathrm{Cl}(\Delta)\) becomes a surjective group homomorphism. Clearly \(\pi\) is an isomorphism if \(\Delta < 0\), and \(\ker \pi\) is generated by the class \([Q^*]^+\) if \(\Delta > 0\). In other words: \(\mathrm{Cl}^+(\Delta) \simeq \mathrm{Cl}(\Delta)\) if and only if \([Q^*]^+ = [Q]^+\). This condition is equivalent to the solvability of the “Anti-Pell” equation \(Q_0(T,U) = -1\):

**Lemma 3.27.** Let \(\Delta\) be a positive nonsquare discriminant and \(Q\) a form with discriminant \(\Delta\). Then \([Q^*]^+ = [Q]^+\) if and only if there exists an integral solution of the equation \(Q_0(T,U) = -1\).

**Proof.** Write \(Q = (A,B,C)\) and \(Q^* = (-A,B,-C)\). Then \(Q \sim Q^*\) is equivalent to the existence of a matrix \(S = \begin{pmatrix} t & u \\ s & t \end{pmatrix} \in \mathrm{SL}_2(\mathbb{Z})\) with \(Q^* = Q|_S\); using \(M(Q) = \begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix}\), this relation can be written in the form

\[
\begin{pmatrix} 2A & B \\ B & 2C \end{pmatrix} \begin{pmatrix} r & s \\ t & u \end{pmatrix} = \begin{pmatrix} u & -t \\ -s & r \end{pmatrix} \begin{pmatrix} -2A & B \\ B & -2C \end{pmatrix}.
\]

This matrix equation is equivalent to the three equations

\[
A(r + u) = -Bt, \quad As = Ct, \quad C(r + u) = - Bs.
\]

From \(A | Bt\) and \(A | Ct\) we deduce that \(A | t\); this follows from the fact that \(Q\) is primitive, i.e., that \(\gcd(A,B,C) = 1\). Thus \(t = AU\) for some integer \(U\), and consequently \(s = CU\). Now we distinguish two cases:

1. \(\Delta = 4m:\) from \(B \equiv \Delta \mod 2\) we see that \(B\) is even. From \(A(r + u) = -Bt = -BAU\) we get \(r + u = -BU\), hence \(r \equiv u \mod 2\). Thus we may set \(r - u = 2T\) for some integer \(T\). This finally gives us the equations

\[
\begin{pmatrix} r & s \\ t & u \end{pmatrix} = \begin{pmatrix} T - \frac{B}{2}U & CU \\ AU & -T - \frac{B}{2}U \end{pmatrix},
\]

we as well as \(1 = ru - st = T^2 + mU^2\), that is:

\[
T^2 - mU^2 = -1.
\]

Thus every \(S \in \mathrm{SL}_2(\mathbb{Z})\) transforming \(Q\) into \(Q^*\) comes from an integral solution of the Anti-Pell equation (3.21Class Groups in the Strict and Wide Senseequation.3.6.21), and conversely, every integral solution of (3.21Class Groups in the Strict and Wide Senseequation.3.6.21) gives rise to such an \(S\).
2. \( \Delta = 4m + 1 \): then \( B \equiv \Delta \mod 2 \) is odd, hence \( r - u \equiv U \mod 2 \). Thus we can write \( r - u = 2T + U \) for some \( T \in \mathbb{Z} \), and then we get \( r = T + \frac{1+B}{2}U \), \( u = -T - \frac{1+B}{2}U \), and

\[
1 = ru - st = T^2 + TU + U^2 \frac{1-B^2}{4} + ACU^2 = -T^2 - TU + mU^2.
\]

Collecting everything we get

\[
\begin{pmatrix}
 r \\
 s \\
 t \\
 u
\end{pmatrix} = \begin{pmatrix}
 T + \frac{1+B}{2}U \\
 CU \\
 A U \\
 -T - \frac{1+B}{2}U
\end{pmatrix},
\]

we well as

\[
T^2 + TU - mU^2 = -1. 
\]  

We have shown:

**Theorem 3.28.** The projection map \( \pi \) is bijective if \( \Delta < 0 \), or if \( \Delta > 0 \) and the equation \( Q_0(T,U) = -1 \) is solvable in integers; in all other cases, every class in the wide sense is the union of two classes in the strict sense.

**Proof.** If the equations \( Q_0(T,U) = -1 \) do not have integral solutions, the two classes \([Q_0] \) and \([Q_0^*] \) are distinct, but become equal in the wide class group: \([Q_0] = [Q_0^*] \).

\[
\begin{array}{cccc}
\Delta & \text{Cl}(\Delta) & \text{Cl}^+(\Delta) & \Delta & \text{Cl}(\Delta) & \text{Cl}^+(\Delta) & \Delta & \text{Cl}(\Delta) & \text{Cl}^+(\Delta) \\
5 & (1) & (1) & 41 & (1) & (1) & 85 & (1) & (2) \\
8 & (1) & (1) & 44 & (1) & (2) & 88 & (1) & (2) \\
12 & (1) & (2) & 53 & (1) & (1) & 89 & (1) & (1) \\
13 & (1) & (1) & 56 & (1) & (2) & 93 & (1) & (2) \\
17 & (1) & (1) & 57 & (1) & (2) & 92 & (1) & (2) \\
21 & (1) & (2) & 60 & (2) & (2,2) & 97 & (1) & (1) \\
24 & (1) & (2) & 61 & (1) & (1) & 101 & (1) & (1) \\
28 & (1) & (2) & 65 & (1) & (2) & 104 & (2) & (2) \\
29 & (1) & (1) & 69 & (1) & (2) & 105 & (2) & (2,2) \\
33 & (1) & (2) & 73 & (1) & (1) & 109 & (1) & (1) \\
37 & (1) & (1) & 76 & (1) & (2) & 120 & (2) & (2,2) \\
40 & (2) & (2) & 77 & (1) & (2) & 136 & (2) & (4)
\end{array}
\]

Table 3.2. Class groups in the wide and the strict sense.

Theorem 3.28 gives us an exact sequence

\[
1 \longrightarrow K_{\Delta} \longrightarrow \text{Cl}^+(\Delta) \xrightarrow{\pi} \text{Cl}(\Delta) \longrightarrow 1,
\]

where \( \ker \pi = K_{\Delta} \) is the group generated by the class of \( Q_0^* \). In particular, we have

\[
K_{\Delta} \simeq \begin{cases} 
1 & \text{if } Q_0(T,U) = -1 \text{ is solvable,} \\
\mathbb{Z}/2\mathbb{Z} & \text{otherwise.}
\end{cases}
\]

The structure of \( \text{Cl}^+(\Delta) \) does in general not only depend on the structure of \( \text{Cl}(\Delta) \) and \( K_{\Delta} \). In fact, if \( \text{Cl}(\Delta) \simeq (2, 4) \) and \( h^+(\Delta) = 16 \), then \( \text{Cl}^+(\Delta) \) is isomorphic to exactly one of the groups \((2, 2, 4), (4, 4) \) or \((2, 8) \). In the first case, \( \text{Cl}^+(\Delta) \) is the direct product of \( \text{Cl}(\Delta) \) and the group of order 2; in the other two cases, the class in the kernel of \( \pi \) is a square in \( \text{Cl}^+(\Delta) \).
Proposition 3.29. Let $\Delta > 0$ be a discriminant, and assume that $Q_0(T, U) = -1$ is not solvable in integers. Then $\text{Cl}^+(\Delta) \simeq \text{Cl}(\Delta) \times \mathbb{Z}/2\mathbb{Z}$ if and only if $\Delta$ is not a sum of two squares.

Proof. We have $\text{Cl}^+(\Delta) \simeq \text{Cl}(\Delta) \times \mathbb{Z}/2\mathbb{Z}$ if and only if the $[Q_0]$ is not a square, that is, if and only if $Q_0$ represents a square coprime to $\Delta$. If $\Delta = 4m$ (we leave the case $\Delta = 4m+1$ to the reader), this happens if and only if $-x^2+my^2 = z^2$ for some $z$ coprime to $2m$. Thus $my^2 = x^2 + z^2$, and since $x$ and $z$ can be chosen to be coprime, $m$ divides a sum of two coprime squares and therefore is itself a sum of two squares by Cor. 1.10lemmacount.1.10.

Conversely, assume that $m = a^2 + b^2$. Then $-a^2 + m\cdot 1^2 = b^2$ shows that $Q_0^+$ represents a square, which in turn implies that the class $[Q_0^+] = c^2$ is a square. Thus $c$ has order 4 in $\text{Cl}^+(\Delta)$, but has order 2 in $\text{Cl}(\Delta)$. This implies the claim. \qed

3.7. Nonfundamental Discriminants

Where residue class groups make a surprising appearance.

In this section we will study the class group of primitive forms whose discriminant $\Delta$ is not fundamental, that is, which can be written in the form $\Delta = \Delta_0 N^2$ for some (fundamental) discriminant $\Delta_0$. In the first part, we treat the special case where $\Delta = N^2$ is a perfect square.

2.6.1. Square Discriminants

Although basically all interesting applications of the theory of binary quadratic forms concern nonsquare discriminants, Gauss also studied forms whose discriminants are squares (he even considered the case where $\Delta = 0$, which we exclude). It will follow from the discussion below that every primitive form with discriminant $\Delta = 64$ is equivalent to one of $(A,8,0)$ with $A = 1,3,5,7$, and that composition means multiplying the leading coefficient modulo 8.

Lemma 3.30. Every primitive form of discriminant $\Delta = N^2$ primitively represents 0.

Proof. Multiplying $Q(x,y) = Ax^2 + Bxy + Cy^2 = 0$ through by $4A$ and completing the square we get $(2Ax + By)^2 - 4Ay^2 = 0$, that is, $(2Ax + By)^2 = (Ny)^2$. The equation $2Ax + By = Ny$ has the solution $x = N - B$ and $y = 2A$; cancelling common factors of $x$ and $y$ we get a primitive solution of $Q(x,y) = 0$. \qed

Forms that primitively represent 0 are equivalent to forms $(0,B,C)$ and (apply a flip) $(A,B,0)$. Since $N^2 = \Delta = B^2 - 4AC = B^2$, we must have $B = \pm N$. The following lemma shows that we can always choose $B = N$:

Lemma 3.31. For any primitive form $Q = (A,N,0)$ there is an $S \in \text{SL}_2(\mathbb{Z})$ such that $Q|_S = (A',-N,0)$, where $AA' \equiv 1 \mod N$.

Proof. Since $\gcd(A,N) = 1$, there is an integer $A'$ with $AA' \equiv 1 \mod N$; we write $AA' - Nt = 1$, and set $S = (A',-N \begin{array}{c} 1 \end{array})$. Then $S \in \text{SL}_2(\mathbb{Z})$, and we have $Q|_S = (A_1,B_1,C_1)$ with

$$A_1 = A'(AA' - Nt) = A',$$

$$B_1 = -2AA'N + N(AA' + Nt) = -N,$$

$$C_1 = AN^2 - N^2A = 0.$$ 

This proves the claim. \qed
Our next result will tell us how to define reduced forms with square discriminants:

**Lemma 3.32.** Every primitive form of discriminant $\Delta = N^2$ is equivalent to a unique form $Q = (A, N, 0)$ with $0 < A < N$.

**Proof.** Every primitive form with discriminant $N^2$ represents zero, hence is equivalent to some form $(A, N, 0)$. We claim that we can choose $0 < A < N$. In fact, applying $S = (\frac{1}{1}, \frac{0}{1})$ we find $(A, N, 0)|_S = (A', B', C')$, where

$$A' = A + Nt, \quad B' = N, \quad \text{and} \quad C = 0.$$ 

By choosing $t$ appropriately we can make sure that $0 < A' < N$ as claimed.

It remains to prove that if $(A, N, 0) \sim (A', N, 0)$ with $0 < A, A' < N$, then $A = A'$. Assume therefore that $(A, N, 0)|_S = (A', N, 0)$. Then

$$A' = Ar^2 + Nrt = r(Ar + Nt),$$
$$N = 2Ars + N(ru + st),$$
$$0 = As^2 + Nsu = s(As + Nu).$$

If $s = 0$, then $1 = ru + st = ru$, hence $r = u = 1$ or $r = u = -1$; from $A' = A \pm Nt$ we get $A' \equiv A \mod N$, hence $A' = A$ since we have assumed that $0 < A, A' < N$.

If $As + Nu = 0$, then $s = -\lambda N$ and $u = \lambda A$ for some integer $\lambda$. From $ru - st = 1$ we then deduce that $\lambda = \pm 1$; replacing $S$ by $-S$ we may in fact assume that $\lambda = 1$. Then $s = -N, u = A, rA + Nt = 1$, and $N = -2ArN + N(rA - Nt) = -N(Ar + Nt) = -N$, which is only possible if $N = 0$, a case we have excluded.

We will call a form $Q = (A, B, C)$ with discriminant $\Delta = N^2$ reduced if $B = N > 0$ and $C = 0$.

Since there are exactly $\phi(N)$ coprime residue classes modulo $N$, we get

**Corollary 3.33.** If $\Delta = N^2$, then $h^+(\Delta) = \phi(N)$.

Now we can determine the structure of $\text{Cl}^+(\Delta)$ for square discriminants $\Delta = N^2$. First observe that the principal form is the one representing $1$; from $Ax^2 + Nxy = 1$ we immediately deduce $x = \pm 1$, hence $A \equiv 1 \mod N$. This shows that the principal class is the one containing the form $(1, N, 0)$. More generally, we have

**Theorem 3.34.** Let $\Delta = N^2$ be a square. The map $\gamma : \text{Cl}^+(\Delta) \to (\mathbb{Z}/N\mathbb{Z})^\times$ defined by $(A, N, 0) \mapsto A + NZ$ is a group isomorphism.

**Proof.** Clearly $\gamma$ is surjective, and since both groups have the same order, $\gamma$ is bijective. Dirichlet composition immediately shows that $(A, N, 0)$, $(A', N, 0)$ and $(AA', -N, 0)$ are collinear.

The observation that $\text{Cl}(N^2) \simeq (\mathbb{Z}/N\mathbb{Z})^\times$ shows that class groups for square discriminants are not very interesting. On the other hand, we will see below that this result can be generalized to give a similarly explicit description of the “new class group” $\text{Cl}(\Delta N^2)/\text{Cl}(\Delta)$, and this piece of the class group has several important applications in algorithmic number theory and cryptography.

The primes represented by a form with square discriminant are easy to describe:

**Proposition 3.35.** Let $Q = (A, N, 0)$ be a primitive form with discriminant $\Delta = N^2$, where $N$ is a positive integer. Then $Q$ represents the primes $p \equiv A, A^{-1} \mod N$.

**Proof.** If $Q(x, y) = p$, then $x \mid p$. If $x = \pm 1$, then $p = A \pm Ny$, and this is equivalent to $p \equiv A \mod N$. If $x = \pm p$, then $p = Ap^2 \pm Npy$ gives $1 = Ap \pm Ny$, which has an integral solution if and only if $p \equiv A^{-1} \mod N$. 

\[\square\]
2.6.2. Nonfundamental Discriminants

We have seen above that the class group of forms with square discriminants is isomorphic to a residue class group. Something similar will happen in general for class groups of primitive forms with discriminant $\Delta = \Delta_0 N^2$: the “new part” of the class group is understood very well.

Given a form $Q$ of discriminant $\Delta$ and a matrix $S \in \text{SL}_2(\mathbb{Z})$ we know that the form $Q' = Q|_S$ also has discriminant $\Delta$. If $\det S = N$, on the other hand, then $\text{disc}(Q|_S) = \Delta N^2$. It is therefore natural to ask whether every primitive form $Q'$ of discriminant $\Delta N^2$ is the result of transforming a form with discriminant $\Delta$ with a matrix of determinant $N$. It turns out that the answer is yes. The following trivial observation will be used quite often below:

\textbf{Lemma 3.36.} Every primitive form $Q$ with discriminant $\Delta N^2$ is equivalent to a form $(A, BN, CN^2)$ with $\gcd(A, N) = 1$.

\textit{Proof.} Every primitive form with discriminant $\Delta N^2$ represents an integer $A$ coprime to $2N$, hence is equivalent to a form $(A, B', C')$. Applying a shift we can change this into $(A, B''', C''')$ with $B'' = B' + 2AS$; since $\gcd(A, N) = 1$, we can choose $s$ in such a way that $B'' = BN$. From $\Delta N^2 = B^2 N^2 - 4AC''$ we deduce that $N^2 | 4C''$, hence $N^2 | C$ whenever $N$ is odd.

If $N$ is even, there are two cases:

1. $\Delta \equiv 0 \mod 4$. Here we choose $B'' = 2BN$ and find $\Delta N^2 = 4B^2 N^2 - 4AC''$, hence $4N^2 | 4AC''$ and finally $N^2 | C''$.

2. $\Delta \equiv 1 \mod 4$. Here we choose $B'' = BN$ for some odd value of $B$, which is possible since $B' \equiv \Delta \mod 2$ is odd, too. Then $N^2(\Delta - B^2) = -4AC'N^2$ is divisible by $4N^2$, hence $N^2 | C''$.

This proves our claim in all cases. \hfill $\square$

The same argument (or the application of a flip) shows

\textbf{Corollary 3.37.} Every primitive form $Q$ with discriminant $\Delta N^2$ is equivalent to a form $(AN^2, BN, C)$ with $\gcd(C, N) = 1$.

It seems to be largely irrelevant whether we prefer to work with forms $(A, BN, CN^2)$ or rather with $(AN^2, BN, C)$. Our composition algorithms, however, are not invariant under flipping forms since they all use $e = \gcd(A_1, A_2, B)$. It turns out that for composing derived forms (see Thm. 3.47lemmacount.3.47), the second choice is to be preferred.

\textbf{Congruence Subgroups.} Next we investigate how elements of $\text{SL}_2(\mathbb{Z})$ must look like if they transform quadratic forms of type $(A, BN, CN^2)$ into $(A', B'N, C'N^2)$. This is a straightforward calculation:

\textbf{Lemma 3.38.} Let $Q = (A, BN, CN^2)$ be a primitive form, and set $Q' = Q|_S$ for some $S = \left( \begin{array}{cc} t & u \\ r & s \end{array} \right) \in \text{SL}_2(\mathbb{Z})$. Then the following assertions are equivalent:

1. $Q' = (A', B'N, C'N^2)$ for integers $A', B', C'$.
2. $s \equiv 0 \mod N$.

\textit{Proof.} If $Q'$ has the given form, then $C'N^2 = As^2 + BNs + CN^2u^2$: since $Q$ is primitive, $\gcd(A, N) = 1$, and then $N | As^2$ implies $N | s^2$. In fact, we must have $N | s$: using induction, we shall prove that $p^a | N$ implies $p^a | s$. Clearly $p | N$ implies $p | s$. Assume the claim holds for some $a \geq 1$, and suppose that $p^{a+1} | N$; then $p^a | s$ by induction assumption, so $p^{2a+1} | Ns$ and thus $p^{2a+1} | s^2$: but then $p^{a+1} | s$.

The converse ($2. \implies 1.$) is equally clear. \hfill $\square$
We now consider the map sending the equivalence class of a form \((A, BN, CN^2)\) with discriminant \(\Delta N^2\) to a suitable class of the form \((A, B, C)\) with discriminant \(\Delta\). To this end we first have to study the effect of some \(S \in \text{SL}_2(\mathbb{Z})\) on \(A, B\) and \(C\):

**Lemma 3.39.** Assume that \(Q = (A, BN, CN^2)\) and \(Q' = (A', B'N, C'N^2)\) are primitive quadratic forms with discriminant \(\Delta N^2\), and that \(Q' = Q|_S\) for some \(S = (t\ n) \in \text{SL}_2(\mathbb{Z})\). Then \((A', B', C') = (A, B, C)|_T\) for \(T = (nt\ u)\).

**Proof.** We find

\[
A' = Ar^2 + BNrt + CN^2 t^2, \\
B' = 2(Ars + CN^2 tu) + BN(ru + Nst), \\
C'N^2 = AN^2 s^2 + BN^2 su + CN^2 u^2,
\]

so cancelling the powers of \(N\) yields

\[
A' = Ar^2 + BrNt + C(Nt)^2, \\
B' = 2(Ars + Ctu) + B(ru + sNt), \\
C' = As^2 + Bu + Cu^2.
\]

This implies the claim. \(\square\)

Let us now introduce the subgroups

\[
\Gamma_0(N) = \left\{ \begin{pmatrix} r & s \\ t & u \end{pmatrix} \in \text{SL}_2(\mathbb{Z}), \ N \mid s \right\} \quad \text{and} \quad \Gamma_0(N) = \left\{ \begin{pmatrix} r & s \\ t & u \end{pmatrix} \in \text{SL}_2(\mathbb{Z}), \ N \mid t \right\}
\]

of \(\text{SL}_2(\mathbb{Z})\). Two forms \(Q, Q'\) are called \(\Gamma_0(N)\)-equivalent if there is an \(S \in \Gamma_0(N)\) such that \(Q' = Q|_S\). The equivalence class of a primitive form \(Q = (A, B, C)\) with discriminant \(\Delta\) and last coefficient \(C\) coprime to \(N\) will be denoted by \([Q]|_N\), and the set of such equivalence classes by \(\text{Cl}^+_{[N]}(\Delta)\); in particular, we have \(\text{Cl}^+(\Delta) = \text{Cl}^+_{[1]}(\Delta)\).

Sending the \(\text{SL}_2(\mathbb{Z})\)-equivalence class of \((A, BN, CN^2)\) in \(\text{Cl}(\Delta N^2)\) to the \(\Gamma_0(N)\)-equivalence class of \((A, B, C)\) in \(\text{Cl}^+_{[N]}(\Delta)\) defines a map \(\lambda : \text{Cl}^+(\Delta N^2) \rightarrow \text{Cl}^+_{[N]}(\Delta)\).

Observe that \(\lambda\) is well defined: if we have \((A, BN, CN^2) \sim (A', BN', CN'^2)\) then \((A, B, C)\) and \((A', B', C')\) are equivalent with respect to \(\Gamma_0(N)\) by Lemma 3.39lemmacount.3.39.

**Theorem 3.40.** The set \(\text{Cl}^+_{[N]}(\Delta)\) can be given a group structure in such a way that the natural map \(\lambda : \text{Cl}^+(\Delta N^2) \rightarrow \text{Cl}^+_{[N]}(\Delta)\) becomes an isomorphism of groups.

**Proof.** We first show that \(\lambda\) is bijective.

1. \(\lambda\) is onto: given a class in \(\text{Cl}^+_{[N]}(\Delta)\) represented by a form \((A, B, C)\) with gcd\((A, N) = 1\), the class of \((A, BN, CN^2)\) is the image of the class of \((A, BN, CN^2)\).

2. \(\lambda\) is injective: assume that \(Q = (A, BN, CN^2)\) and \(Q' = (A', B'N, C'N^2)\) have the same image; then \((A, B, C)\) and \((A', B', C')\) are equivalent with respect to some \(T = (\chi_1\ n) \in \Gamma_0(N)\), and this implies that \(S' = Q|_S\) for \(S = (\chi_1\ u)\). Thus \(Q \sim Q'\) as claimed.

It remains to give \(\text{Cl}^+_{[N]}(\Delta)\) a group structure and verify that \(\lambda\) is a group homomorphism.

To this end, take two quadratic forms \(Q_1 = (A_1, B_1, C_1)\) and \(Q_2 = (A_2, B_2, C_2)\), and assume that gcd\((A_1A_2, N) = 1\). For composing \(Q_1\) and \(Q_2\), we set \(e = \text{gcd}(A_1, A_2, B)\), where \(B = \frac{1}{2}(B_1 + B_2)\), define integers \(a = 0, b = A_1/e, c = A_2/e\) and \(d = B/e\), and determine integers \(f, g, h\) as solutions of the diophantine equations \(bg - cf = \frac{1}{2}(B_1 - B_2)\).
and \(fd - bh = C_2\). Then \(Q_1Q_2Q_3 \sim 1\) for the three forms attached to the cube represented by the composition matrix \(M = (\begin{smallmatrix} a & b & c \\ d & e & f \\ g & h & i \end{smallmatrix})\).

Now let us similarly compose the derived forms \(Q_1^* = (A_1, B_1N, C_1N^2)\) and \(Q_2^* = (A_2, B_2N, C_2N^2)\). We find \(\epsilon^* = \gcd(A_1, A_2, b)(B_1 + B_2N) = e\) because \(\gcd(A_1, A_2, N) = 1\), and set \(a^* = 0 = a, b^* = A_1/e = b, c^* = A_2/e = c\) and \(d^* = BN/e = dN\). Then we solve the diophantine equations \(b^*y^* - c^*x^* = \frac{1}{2}(B_1 - B_2)N\) and \(f^*d^* - b^*h^* = C_2N^2\). These can be written in the form \(by^* - cf^* = \frac{1}{2}(B_1 - B_2)N\) and \(f^*d^* - b^*h^* = C_2N^2\), hence we can simply choose \(f^* = Nf, g^* = Ng\) and \(h^* = N^2h\). This shows that the composition matrix for the derived forms can be written as \(M^* = (\begin{smallmatrix} e & f & g \\ h & i & j \end{smallmatrix})\). The third form attached to this matrix is \(Q_3^* = (A_3, BN_3, NC_3^2)\). Thus we have shown that \(Q_1Q_2Q_3 \sim 1\) implies \(Q_1^*Q_2^*Q_3^* \sim 1\), and the converse is equally clear.

Associativity of composition in \(\mathrm{Cl}^+_1(\Delta)\) is a consequence of the fact that the formulas for composing forms are essentially the same: we have shown that \((Q_1 \ast Q_2)^* = Q_1^* \ast Q_2^*,\) i.e., that deriving commutes with composition. This implies that \((Q_1^*Q_2^*)Q_3^* = ((Q_1^*Q_2^*)Q_3^* = (Q_1(Q_2Q_3))^* = (Q_1Q_2Q_3)^* = Q_1^*(Q_2^*Q_3)\). 

If we had used forms \((AN^2, BN, C)\) in the proof of Thm. 3.40lemma3.40, we would have had to compute \(e^* = \gcd(AN^2, A'N^2, \frac{1}{2}(B + B')N) = N \cdot \gcd(AN, A'N, \frac{1}{2}(B + B'))\). In this case, \(e^*\) is divisible by \(N\) and divides \(N^2\), and composition is complicated by the fact that we cannot give \(e\) exactly. For this reason, we have used forms of the type \((A, BN, CN^2)\) here. Below we will use forms of the type \((Ap^2, Bp^2, C)\): the isomorphism between \(\Gamma^0(\Delta)\) and \(\Gamma_0(\Delta)\) (see Ex. 3Bhargava’s Cubeschapter.3.21ExercisesItem.227) extends to an isomorphism of the class groups of forms with respect to \(\Gamma^0(\Delta)\)-equivalence and \(\Gamma_0(\Delta)\)-equivalence. Thus the \(\Gamma^0(\Delta)\)-equivalence classes of forms \((A, B, C)\) with \(C\) coprime to \(N\) are in bijection with the usual equivalence classes of forms with discriminant \(\Delta N^2\) represented by forms \((AN^2, BN, C)\).

**Derived Forms.** If \(Q\) is a form with discriminant \(\Delta\) and \(S = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})\) a \(2 \times 2\)-matrix with integral entries and determinant \(p\), then \(Q|_S = Q(rX + sY, tX + uY)\) is a quadratic form with discriminant \(\Delta p^2\). In the following, we will show that representatives for the equivalence classes of forms with discriminant \(\Delta p^2\) can be generated by at most \(p + 1\) carefully chosen matrices \(S = P_0, P_1, \ldots, P_{p-1}, P_{\infty}\). For the indices \(j\) of these matrices \(P_j\) we will be using the set \(\mathbb{P}^1\mathbb{F}_p\).

**Lemma 3.41.** Let \(R\) be a matrix with integral coefficients and prime determinant \(p\). Then there is some \(S \in \mathrm{SL}_2(\mathbb{Z})\) such that \(RS^{-1} = P_k\), where

\[
P_k = \begin{pmatrix} p & k \\ 0 & 1 \end{pmatrix}, \quad k = 0, 1, \ldots, p - 1; \quad \text{and} \quad P_{\infty} = \begin{pmatrix} 0 & -1 \\ p & 0 \end{pmatrix}\).
\]

Also, \(P_k = (\begin{smallmatrix} 1 & k \\ 0 & 1 \end{smallmatrix})P_0\).

**Proof.** Given \(R\), we have to find some \(S = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})\) \(\in \mathrm{SL}_2(\mathbb{Z})\) and an index \(k \in \mathbb{P}^1\mathbb{F}_p\) such that \(R = P_kS\). Write \(R = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})\). The equation \((\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})(\begin{smallmatrix} p & k \\ 0 & 1 \end{smallmatrix}) = (\begin{smallmatrix} p & k \\ 0 & 1 \end{smallmatrix})(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})\) yields the four equations

\[
a = pr + bt, \quad b = ps + ku, \quad c = t \quad \text{and} \quad d = u.
\]

If \(\gcd(c, d) = 1\), set \(t = c, u = d\), and find integers \(t\) and \(u\) such that \(ru - st = 1\). Then \(p(ru - st) = p = ad - bc = au - bt\) implies \(u(a - pr) = t(b - ps)\), and since \(\gcd(t, u) = 1\) we must have \(t \mid (a - pr)\). Thus we can write \(a - pr = kt\) for some \(k \in \mathbb{Z}\), and plugging this into \(u(a - pr) = t(b - ps)\) we get \(b = ps + ku\) as desired. It remains to show that we can choose \(0 \leq k < p\). Write \(k = m + pn\) with \(0 \leq m < p\); then \((\begin{smallmatrix} k & 1 \\ 0 & 1 \end{smallmatrix}) = (\begin{smallmatrix} p & 0 \\ 0 & 1 \end{smallmatrix})(\begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix})\), and our claim follows uppon replacing \((r s)^t\) by \((\begin{smallmatrix} 1 \ 0 \\ 0 \ 1 \end{smallmatrix})\) \((r s)^t\).

If \(\gcd(c, d) > 1\), then \(ad - bc = p\) implies that we must have \(\gcd(c, d) = p\). Set \(a = -t, b = -u, c = pr\) and \(d = ps\); then \((\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) = (\begin{smallmatrix} 0 & -1 \\ p & 0 \end{smallmatrix})(\begin{smallmatrix} r & s \\ 0 & 1 \end{smallmatrix})\) for \((\begin{smallmatrix} r & s \\ 0 & 1 \end{smallmatrix}) \in \mathrm{SL}_2(\mathbb{Z})\).
Given a primitive form \((A, B, C)\) with discriminant \(\Delta\) we can write down a form \((A, BN, CN^2)\) with discriminant \(\Delta N^2\). We have already seen that every form with discriminant \(\Delta N^2\) can be generated in this way; now we have to investigate which of these forms are primitive, and which primitive forms are equivalent. To this end, we restrict our attention to one prime at a time.

**Lemma 3.42.** Let \(Q = (A, B, C)\) be a primitive quadratic form with discriminant \(\Delta\), and let \(P = P_k\) run through the matrices with determinant \(p\) introduced above. Then among the forms \(Q_k = Q|_{P_k}\), there are exactly \(p - (\frac{\Delta}{p})\) primitive forms.

If we assume that \(p \nmid A\), then we have more precisely:

1. If \((\frac{\Delta}{p}) = -1\), then all \(p+1\) forms \(Q_p\) are primitive.
2. If \((\frac{\Delta}{p}) \neq -1\), then \(\Delta \equiv b^2 \mod p\) for some integer \(b\). For \(p \neq 2\), the imprimitive forms are given by \(k_1 = [-\frac{B+b}{2}, A]\) and \(k_2 = [-\frac{B+b}{2}, A]\). Observe that \(k_1 = k_2\) if and only if \(b \equiv 0 \mod p\), that is, if and only if \(p \mid \Delta\); moreover, \(k_1 = k_2 = [-B : A]\) in this case.

**Proof.** We can choose \(Q = (A, B, C)\) in such a way that \(p \nmid A\). Observe that \(p \mid C\) implies \(p \mid \Delta\) or \((\Delta/p) = +1\).

- The form \(Q|_{P_{\infty}} = (Ap^2, Bp, C)\) is imprimitive if and only if \(p \mid C\).
- The form \(Q|_{P_k} = (A + kB + k^2C, p(B + 2Ck), p^2C)\) is imprimitive if and only if \(p \mid (A + kB + k^2C)\). If \(p \mid C\), this happens if and only if \(kB \equiv -A \mod p\), that is, for \(k = [-B : A]\). Assume from now on that \(p \nmid C\).

If \(p\) is odd, then \(A + kB + k^2C \equiv 0 \mod p\) is equivalent to \((2A +kB)^2 \equiv k^2 \Delta \mod p\) since \(p \nmid A\). This congruence has no solution if \((\Delta/p) = -1\). Assume therefore that \(\Delta \equiv b^2 \mod p\). Then \((2A +kB)^2 \equiv (kb)^2 \mod p\) implies that \(2A +kB \equiv \pm kb \mod p\), hence \(k(B \pm b) \equiv -2A \mod p\). This gives \(k_1 = [-\frac{B+b}{2}, A]\) and \(k_2 = [-\frac{B+b}{2}, A]\). Here \(B \equiv \pm b \mod p\) if and only if \(B^2 \equiv b^2 \equiv \Delta \mod p\), which in turn is equivalent to \(p \mid C\). In this case, we can choose the sign of \(b\) in such a way that \(B \equiv b \mod p\); then \(k_1 = [0 : 1]\) and \(k_2 = [-B : A]\), which agrees with our results above.

Now assume that \(p = 2\). The forms derived from \((A, B, C)\) are \((4A, 2B, C)\), \((A, 2B, 4C)\), and \((A + B + C, 2B + 2C, 4C)\). The second form is always primitive.

1. \(\Delta \equiv 1 \mod 4\). Here \(B\) is odd; the first form is primitive if and only if \(C\) is odd, and the third form is primitive if and only if \(A + B + C\) is odd, which happens if and only if \(C\) is odd. Thus there are no imprimitive forms if \(C\) is odd (which is equivalent to \(\Delta \equiv B^2 - 4AC \equiv 1-4 \equiv 5 \mod 8\)), and two imprimitive forms if \(C\) is even, that is, if \(\Delta \equiv 1 \mod 8\).

2. \(\Delta \equiv 0 \mod 4\). Here \(B\) is even; the first form is primitive if and only if \(C\) is odd, and the third form is primitive if and only if \(A + B + C\) is odd, that is, if and only if \(C\) is even. Thus there is exactly one imprimitive form.

In all cases, there are exactly \(2 - (\frac{\Delta}{2})\) primitive forms.

**Example 1.** Let \(\Delta = 5\) and \(p = 2\). There is only one Zagier reduced form with discriminant 5, namely \(Q = (1,3,1)\). We find \(Q_\infty = (4,6,1)\), \(Q_0 = (1,6,4)\), \(Q_1 = (5,10,4)\) and \(Q_2 = (11,14,4)\). All derived forms are equivalent.

**Example 2.** Let \(\Delta = 5\) and \(p = 3\). The derived forms are \(Q_\infty = (9,9,1)\), \(Q_0 = (1,9,9)\), \(Q_1 = (5,15,9)\), and \(Q_2 = (11,21,9)\). Both \(Q_\infty\) and \(Q_0\) are equivalent to the principal form \((1,7,1)\). The forms \(Q_1\) and \(Q_2\) are both reduced and belong to the same cycle.

The matrix \(S = \left(\begin{array}{cc} 0 & -1 \\ 1 & 3 \end{array}\right)\) is an automorph of \(Q\), and we have \(Q_\infty|_S = (1,-3,-9) \sim (1,7,1)\) and \(Q_1|_S = (9,39,41) \sim Q_1\). Thus \(S\) acts trivially on the classes of the derived forms.

The permutation on the \(P_k\) defined by \(S\) is given by the following table:
\[
\begin{array}{c|ccc}
 k & \infty & 0 & 1 & 2 \\
 m & \infty & 0 & 2 & 1
\end{array}
\]

Observe that \(Q_\infty|_S = Q_0\) for the matrix \(S = (\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix})\). Thus \(P_\infty SP_0^{-1} = S'\) must be an automorph of \(Q\). In fact, \(S' = (\begin{smallmatrix} 0 & -1 \\ 1 & 3 \end{smallmatrix})\).

It remains to investigate how many of the \(p - (\frac{\Delta}{p})\) primitive forms are equivalent to each other. Any form with discriminant \(\Delta p^2\) is equivalent to \(Q_k\) for some \(k \in \mathbb{F}_p\). Among these forms there are exactly \(p - (\frac{\Delta}{p})\) primitive forms. We now have to check which of these forms are equivalent.

**Lemma 3.43.** If \(Q\) and \(Q'\) are primitive forms with discriminant \(\Delta\), and if \(Q_k \sim Q'_l\), then \(Q \sim Q'\).

**Proof.** We have \(Q_k \sim Q'_l\) if and only if there is an \(S \in \text{SL}_2(\mathbb{Z})\) with \(Q_k|_S = Q'_l\). This is equivalent to the claim that \(P_k SP_l^{-1}\) transforms \(Q\) into \(Q'\). Thus \(Q \sim Q'\) if we can show that \(S' = P_k SP_l^{-1} \in \text{SL}_2(\mathbb{Z})\). It is clear that \(\det S' = 1\), so we only have to verify that \(S'\) has integral entries.

Leaving the cases where \(k\) or \(l\) or both are infinite as an exercise for the readers, let us consider the case where both \(k\) and \(l\) are finite. In this case, \(S = (\begin{smallmatrix} 1 & * \\ 0 & 1 \end{smallmatrix})\) satisfies \(s = ps'\) by Lemma 3.38lemmacount.3.38. A simple calculation then shows that \(P_k SP_l^{-1}\) indeed has integral coefficients.

Thus we only have to test whether, for a fixed form \(Q\), any of the forms \(Q_k\) for \(k \in \mathbb{F}_p\) are equivalent. If \(Q_k \sim Q'_l\), say if \(Q_k|_S = Q_l\) for some \(S \in \text{SL}_2(\mathbb{Z})\), then \(P_k SP_l^{-1}\) must transform \(Q\) into itself, hence is an automorph of \(Q\). Thus \(P_k SP_l^{-1} = S_Q^{(T,U)}\).

We now claim that if \(S_S\) is an automorph of \(Q\), then \(S_Q\) must permute the derived forms:

**Proposition 3.44.** Let \(Q = (A, B, C)\) be a quadratic form with nonsquare discriminant \(\Delta\), let \(Q_0 = Q|_{\mathbb{F}_p} = (Ap^2, Bp, C)\) be the derived form, and let \(S_Q^{(T,U)}\) be an automorph of \(Q\). Then the following claims are equivalent:

- \(Q_k \sim Q_l\) for some \(k, l \in \mathbb{F}_p\);
- there is an \(S \in \text{SL}_2(\mathbb{Z})\) such that \(P_k SP_l^{-1} = S_Q^{(T,U)}\).

More precisely, \(S_Q^{(T,U)} = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})\) permutes the equivalence classes of the primitive forms \(Q_k\), and this permutation is given by \(Q_k|_{S_Q} \sim Q_l\) for \(l = S_Q(k)\), that is:

\[
l \equiv \frac{ak + b}{ck + d} \mod p.
\]

Using indices from \(\mathbb{F}_p\), we can write \(k = [e : f]\) and \(l = [g : h]\) with \(e, f, g, h \in \mathbb{F}_p\), and then

\[
S_Q([e : f]) = [ag + bh : cg + dh].
\]

Observe that (3.25equation.3.7.25) describes the action of \(\text{SL}_2(\mathbb{Z})\) on \(\mathbb{F}_p\) introduced in (A.1The Projective Lineequation.A.4.1).

**Proof.** We have \(Q_k \sim Q_l\) if and only if there is an \(S \in \text{SL}_2(\mathbb{Z})\) such that \(Q_k = Q_l|_S\), i.e., if and only if \(S_QP_k = P_lS\) for some automorph \(S_Q\) of \(Q\). Write \(S_Q = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix})\) and \(S = (\begin{smallmatrix} t & * \\ 0 & t \end{smallmatrix})\). The special role played by the matrices \(P_\infty\) forces us to distinguish cases.
1. \( k, l \neq \infty \). The equation \( S_Q P_k = P_l S \) gives
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} p & k \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} ap + bk & c \end{pmatrix} = \begin{pmatrix} pr + lt & ps + lu \\ t & u \end{pmatrix} = \begin{pmatrix} p & l \\ 0 & 1 \end{pmatrix} \begin{pmatrix} r & s \\ 0 & u \end{pmatrix},
\]
Here \( a, b, c, d, k \) are given, and we have to prove the existence of integers \( r, s, t, u, m \). We find \( t = cp \) and \( u = ck + d \); Next \( ak + b = ps + lu \) shows that
\[
l(ck + d) \equiv ak + b \pmod{p}.
\]
Now we distinguish two cases:

1. \( p \nmid (ck + d) \): then \( l \equiv \frac{ak + b}{ck + d} \pmod{p} \). Since \( 0 \leq l < p \), this determines \( l \) uniquely, and now \( ap = pr + lt = pr + clp \) gives \( a = r + cl \).

Note that with \( k \equiv e/f \pmod{p} \) and \( l \equiv g/h \pmod{p} \), the congruence \((3.261. k, l \neq \infty)\) can be written in the form \( g(ce + df) \equiv h(af + bf) \pmod{p} \).

2. \( p \mid (ck + d) \): in this case, we try \( l = \infty \); from \( S_Q P_k = P_{\infty} S \) we get \( ap = -t, ak + b = -u, cp = pr \) and \( ck + d = ps \), which uniquely determines \( S \).

Observe that \( ck + d \equiv 0 \pmod{p} \) gives \( ce + df \equiv 0 \pmod{p} \); thus \((3.25 equation.3.7.26)\) holds because \([e : h] = [1 : 0] = [ae + bf, ce + df] = (a b) [e : f].

2. \( k = \infty \). Here, the equation \( S_Q P_{\infty} = P_l S \) gives
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 0 & -1 \\ p & 0 \end{pmatrix} = \begin{pmatrix} bp & -a \\ dp & -c \end{pmatrix} = \begin{pmatrix} pr + lt & ps + lu \\ t & u \end{pmatrix} = \begin{pmatrix} p & l \\ 0 & 1 \end{pmatrix} \begin{pmatrix} r & s \\ 0 & u \end{pmatrix},
\]
We find \( t = dp, u = -c \), and \( l \equiv a \pmod{p} \).

1. \( p \nmid c \): in this case, we have \( l \equiv \frac{a}{c} \pmod{p} \) and \( r = b - dl \).

2. \( p \mid c \): in this case, we solve the equation \( S_Q P_{\infty} = P_{\infty} S \) and find
It is easy to check that \((3.25 equation.3.7.25)\) is satisfied in both cases.

It remains to show that the permutation leaves the set of imprimitive forms invariant.

*****

The class of \( Q_k \) is fixed by \( S_Q \) if and only if \([e : f] = (a b) \) \( \equiv f(e) \equiv [ae + bf, ce + df] \), that is, if and only if the congruence \( e(ce + df) \equiv f(af + bf) \pmod{p} \) holds, which is equivalent to \( ce^2 + (d - a)ef - bf^2 \equiv 0 \pmod{p} \). From \((a b) = S_Q^{(T, U)} \) we find \( b = -CU, c = AU, a - d = BU \), hence \( ce^2 + (d - a)ef - bf^2 = U(Ae^2 - Be + Cf^2) \). Since \( p \nmid U \), this implies \( Ae^2 - Bef + Cf^2 \equiv 0 \pmod{p} \).

The Class Number Formula

**Lemma 3.45.** The smallest power of \( S \) inducing the trivial permutation is \( S^f \), where \( f \) is the smallest positive integer such that \( m(T, U) = (T', U') \) with \( p \mid U' \).

Observe that \( f \) is also the smallest positive integer such that \( e^m \in \mathcal{O}_\Delta \), where \( e = T + U \omega \) is the positive fundamental unit of \( \mathcal{O} \).

**Proof.**

Now we state

**Theorem 3.46.** For any prime \( p \), we have
\[
h^+(\Delta p^2) = \frac{p - \chi(p)}{f} h^+(\Delta),
\]
where \( \chi(p) = \left( \frac{\Delta}{p} \right) \) and where \( f \) is defined in Lemma 3.45lemmacount.3.45.
Proof. Each class of \( \text{Cl}^+(\Delta p^2) \) is represented by some form \( Q_k \), where \([Q]\) runs through the classes of \( \text{Cl}(\Delta) \). If \( Q_k \sim Q'_k \), then \( Q \sim Q' \); hence \( Q = Q' \). If \( Q_k|_{S} = Q_t \), then \( S \) must be an automorph of \( Q \). The group of automorphs of \( Q \) is cyclic and is generated by \( S = S_{(T,U)}^{(\Delta)} \), where \((T,U)\) is the fundamental solution of the Pell equation \( Q_0(T,U) = 1 \) (here \( Q_0 \) denotes the principal form with discriminant \( \Delta \)). The automorph \( S \) permutes the \( p - (\Delta/p) \) primitive forms \( Q_k \), and the order of this permutation is \( f \). Thus each orbit of the classes \([Q_k]\) has \( f \) elements, and there must be \( \frac{1}{f}(p - (\frac{\Delta}{p})) \) distinct classes among each set \([Q_k]\). This proves the claim.

Here are a few examples.

\[
\begin{array}{c|c|c|c|c}
\Delta & p & \Delta p^2 & h(\Delta) & h(\Delta p^2) \\
\hline
5 & 2 & 20 & 1 & 3 \\
5 & 3 & 45 & 1 & 2 \\
5 & 5 & 125 & 1 & 5 \\
\end{array}
\]

Here are the cycles for these discriminants:

\[
\begin{array}{c|c|c}
\Delta & \text{cycles} & h^+(\Delta) \\
\hline
20 & (1, 6, 4), (4, 6, 1), (5, 10, 4), (4, 10, 5) & 1 \\
45 & (1, 7, 1) & 2 \\
45 & (5, 15, 9), (9, 15, 5), (11, 21, 9), (11, 23, 11), (9, 21, 11) & 1 \\
125 & (1, 13, 11), (11, 13, 1), (19, 31, 11), (25, 45, 19), (29, 55, 25), (31, 61, 29), (31, 63, 31), (29, 61, 31), (25, 55, 29), (19, 45, 25), (11, 31, 19) & 1 \\
\end{array}
\]

Using induction it is easy to show that \( h(5^n) = 1 \). In particular, there are infinitely many positive discriminants with class number 1. The question whether there are infinitely many fundamental discriminants with class number 1 is still open.

It remains to determine the structure of the “new class group”. To this end, we consider the map \( \pi : \text{Cl}^+(\Delta p^2) \rightarrow \text{Cl}^+(\Delta) \) sending the class of a form \((A, Bp, Cp^2)\) to the class of \((A, B, C)\).

**Theorem 3.47.** The natural projection \( \pi : \text{Cl}^+(\Delta p^2) \rightarrow \text{Cl}^+(\Delta) \) is a surjective group homomorphism. The kernel of \( \pi \) is a cyclic group of order \( \frac{1}{f}(p - (\frac{\Delta}{p})) \). Its group law can be described as follows: if \( \Delta = 4m \), set \( Q_k = (p^2, 2kp, k^2 - m) \) for \( 0 \leq k < p \), and \( Q_{\infty} = (1, 0, -mp^2) \). Then \( Q_k Q_l Q_n \sim 1 \) for \( n \equiv \frac{kl+m}{k+l} \mod p \).

**Proof.** We will give the proof for discriminants \( \Delta = 4m \). A derived form is in the kernel of \( \pi \) if it is derived from the principal form \((1, 0, -m)\). Assume therefore that \( Q_k = (p^2, 2kp, k^2 - m) \) and \( Q_l = (p^2, 2lp, l^2 - m) \) are primitive. For composing these forms, we have to compute \( e = \gcd(p^2, p(k + l)) = p \cdot \gcd(p, k + l) \).

Assume first that \( p \nmid (k + l) \). Then \( e = p \), and we set \( a = 0, b = p, c = p, \) and \( d = k + l \).

Then we solve the diophantine equation \( bq - cf = p(g - f) = p(k - l) \), so we can take \( g = k \) and \( f = l \). Finally, we set \( h = (df - C')/b = ((k + l)l - l^2 + m)/p = (kl + m)/p \), which gives us our preliminary composition matrix \( M = \left( \begin{array}{cc} 0 & k \\ p & l \\ kp & l(k + m) \end{array} \right) \). For making \( h \) integral we have to solve \( nd = kl + m \mod p \), which gives \( n = \frac{kl+m}{k+l} \mod p \). With this value of \( n \) (normalized by \( 0 \leq n < p \)) we find \( M = \left( \begin{array}{cc} 0 & p \\ p & l + n \\ kp & l(k + n + m) \end{array} \right) \). Thus \( Q_k Q_l Q' \sim 1 \) for \( Q' = (p^2, 2np, n^2 - m) \).

Now suppose that \( k + l = np \). Then \( e = p^2 \), and we find \( a = 0, b = 1, c = 1 \); this implies \( A_3 = 1 \), hence \( Q_k Q_1 \) is equivalent to the principal form \( Q_{\infty} \). Since we also have \( Q_{\infty} Q_k \sim Q_{\infty} Q_{\infty} \sim Q_k \), we have covered all cases. \( \square \)
Our definition of the forms $Q_k$ implies that $Q_kQ_l \sim Q_n$ for $n \equiv -\frac{kl+m}{k+l} \mod p$. If we use the forms

$$Q_k = (p^2, -2kp, k^2 - m)$$

(3.27)

instead, we find $Q_kQ_l \sim Q_n$ for $n \equiv \frac{kl+m}{k+l} \mod p$. Thus we have proved

**Corollary 3.48.** The kernel of the map $\pi : \text{Cl}^+(\Delta p^2) \rightarrow \text{Cl}^+(\Delta)$ consists of the $p - (\frac{\Delta}{p})$ primitive forms $Q_k$ defined by (3.27). The group is isomorphic to the group of points on the projective line defined in (2.2.1.2); in particular, $\ker \pi$ is cyclic.

**Example.** Consider the forms $Q = (2, 2, 21)$ and $Q' = (6, 2, 7)$ with discriminant $\Delta = -164$. We have computed their composition matrix $M = \left( \begin{array}{ccc} 0 & 1 & 3 \\ 0 & 0 & -1 \\ -1 & 0 & 0 \end{array} \right)$ in Example 1 on p. 81. Composition of Forms lemma count. We have computed their composition matrix $M = \left( \begin{array}{ccc} 0 & 1 & 3 \\ 0 & 0 & -1 \\ -1 & 0 & 0 \end{array} \right)$ in Example 1 on p. 81. Composition of Forms lemma count. We have computed their composition matrix $M = \left( \begin{array}{ccc} 0 & 1 & 3 \\ 0 & 0 & -1 \\ -1 & 0 & 0 \end{array} \right)$ in Example 1 on p. 81. Composition of Forms lemma count.

Now let us compose the derived forms $Q_1 = (18, 18, 25)$ and $Q_2 = (54, 78, 35)$ with discriminant $\Delta p^2$ for $p = 3$. We find $e^* = 6$ and set $a^* = 0$, $b^* = 3$, $c^* = 9$ and $d^* = 8$. Now we have to solve the equations $b^* g^* - c^* f^* = -30$ and $h^* = (f^* d^* - 35)/b^*$. Dividing the first equation through by $3$ we get $g^* - 3f^* = -10$, and we can take $f^* = 4$ and $g^* = 2$. The second equation then implies $h^* = -1$. Thus we have the composition matrix $M^* = \left( \begin{array}{ccc} 0 & 3 & 5 \\ 1 & 3 & 5 \end{array} \right)$, which gives $Q_1Q_2(27, -6, 14) \sim 1$.

**Example.** Now take $p = 7$; the derived forms we want to compose are $Q_1 = (98, 42, 25)$ and $Q_1' = (294, 98, 15)$. Here $e^* = \gcd(98, 294, 70) = 14$ and $a^* = 0$, $b^* = 7$, $c^* = 21$, $d^* = 5$. Next we solve $7g^* - 21f^* = 28$, that is, $g^* - 3f^* = -4$ by taking $g^* = f^* = 2$, and then take $h^* = (10 - 15)/7 = -5/7$.

Thus $M' = \left( \begin{array}{ccc} 0 & 7 & 21 \\ 2 & 5 & 7 \end{array} \right)$, which gives the imprimitive form $Q'' = (147, -14, 14)$. Making $h^*$ integral by adding $1/2$ of the top row to the bottom row gives the composition matrix $M^* = \left( \begin{array}{ccc} 0 & 3 & 5 \\ 1 & 3 & 5 \end{array} \right)$ and the form $Q'' = (147, 28, 15)$.

**Proposition 3.49.** There is a natural map $\pi_N : \text{Cl}^+(\Delta N^2) \rightarrow \text{Cl}^+(\Delta)$ defined by sending the class of $Q = (A, BN, CN^2)$ to that of $(A, B, C)$. The maps $\pi_N$ are surjective group homomorphisms.

This result allows us in some sense to compose forms with different discriminants: given primitive forms $Q, Q'$ with discriminants $\Delta m^2$ and $\Delta n^2$, where $\gcd(m, n) = 1$, we can form $\pi_m(Q) + \pi_n(Q')$; the result will be a primitive form with discriminant $\Delta$.

### Notes

3.8. Notes

Already Diophantus studied the numbers that can be written as sums of two squares. He knew that if $p$ and $q$ can be written as sums of two squares, then the same is true for the product $pq$. In fact, in Book III of his Arithmetica (Problem 19) he writes (see Weil [Wei1984, p.11]):

It is in the nature of 65 that it can be written in two different ways as a sum of two squares, viz., as $16 + 49$ and as $64 + 1$; this happens because it is the product of 13 and 5, each of which is a sum of two squares.

Today, we derive Diophantus’ observation from the identity

$$(r^2 + s^2)(t^2 + u^2) = (x^2 + y^2), \quad \text{where } x = rt - su, \ y = ru + st. \quad (3.28)$$

This identity occurs explicitly in al-Khazin’s discussion of Diophantus’ problem around 950 AD. It is also given in Problem 6 of Leonardo Pisano’s (Leonardo of Pisa, today better known as Fibonacci) Book of Squares written in 1225.
A much more general identity was known to the Indian mathematicians, who studied integral solutions of the equation \( Ny^2 + m = x^2 \); Brahmagupta in the 7th century had a rule (bhavana) for the “production” of new solutions which may be expressed using modern formalism as

\[
(x^2 - Ny^2)(z^2 - Nw^2) = (xz \pm Nyw)^2 - N(xw \pm yz)^2.
\] (3.29)

Using a solution of \( x^2 - Ny^2 = m \) and a solution of the “Pell equation” \( z^2 - Nw^2 = 1 \) he could then derive a second solution of \( x^2 - Ny^2 = m \).

The first glimpses of what later would be called composition of classes became visible in a problem going back to Fermat, who had observed that primes dividing \( x^2 + y^2 \) or \( x^2 + 2y^2 \) again had this form, but that this fails for primes dividing \( x^2 + 5y^2 \): in fact, \( 21 = 1^2 + 5 \cdot 2^2 \), but neither 3 nor 5 are represented by this form. Fermat conjectured that any product of two primes of the form \( 20n + 3, 7 \) could be represented by \( x^2 + 5y^2 \).

Euler claimed that \( 2p = x^2 + 5y^2 \) for primes \( p \equiv 3, 7 \mod 20 \); this would imply Fermat’s conjecture by multiplying the representations \( 2p = x^2 + 5y^2 \) and \( 2q = u^2 + 5v^2 \) and then cancelling 4:

\[4pq = (x^2 + 5y^2)(u^2 + 5v^2) = (xu - 5yu)^2 + 5(xv + yu)^2\]

(note that \( x, y, u, v \) are all odd). In his Algebra, Euler also used identities such as

\[(ax^2 + cy^2)(au^2 + cv^2) = (axu \pm cyv)^2 + ac(xv \mp yu)^2.\]

Lagrange realized that Fermat’s and Euler’s conjectures would follow from the more precise statement that such primes are represented by the binary quadratic form \( Q'(x, y) = 2x^2 + 2xy + 3y^2 \), the reason being the identity (see [Lag1773, p. 789])

\[(2r^2 + 2rs + 3s^2)(2t^2 + 2tu + 2u^2) = x^2 + 5y^2,\] (3.30)

where

\[x = 2rt + st + ru + 3su, \quad y = ru - st.\]

More generally, Lagrange showed that [ref??]

\[(Ar^2 + Brs + A'Cs^2)(A't^2 + Btu + ACu^2) = AA'x^2 + Bxy + Cy^2,\]

where

\[x = rt - Cs, \quad y = Aru + A'st + Bs.\]

Legendre generalized Lagrange’s identities by showing that two arbitrary primitive forms with the same discriminant can be composed: in art. 358 (3rd ed.) he stated the problem

Étant donnés deux diviseurs quadratiques \( \Delta, \Delta' \) d’une même formule \( t^2 + au^2 \),

trouver le diviseur quadratique qui renferme leur produit.\(^7\)

By a quadratic divisor of a form \( t^2 + au^2 \) Legendre denoted a quadratic form with the same discriminant; the notation can be explained by the observation that primes dividing \( t^2 + au^2 \) are represented by such forms.

Legendre then proceeds to develop the formulas needed in the calculation and remarks that, because of an ambiguity of sign in some of the formulas, the problem considered here has two solutions in general. Seen from our point of view, Legendre’s construction suffered from the following defects:

\(^7\) Given two quadratic forms \( \Delta, \Delta' \) of the same discriminant \(-4a\), find the quadratic divisor that contains their product.
1. Legendre’s composition of forms was not unique due to an ambiguity of signs.
2. Legendre does not prove that the equivalence classes of his composed forms $F = f \cdot f'$ only depend on the classes of $f$ and $f'$ (and the choice of signs).
3. Legendre does not distinguish between proper and improper equivalence; the classes with respect to the action of $GL_2(\mathbb{Z})$ he used do not form a group.

It took Gauss to figure out exactly what was not right here; actually, Gauss claimed that he had not been aware of Legendre’s work on composition of forms at the time he was working on his Disquisitiones: he explains the reason for this in his preface:

Since this book\(^8\) came to my attention after the greater part of my work was already in the hands of the publishers, I was unable to refer to it in analogous sections of my book. I felt obliged, however, to add Additional Notes on a few passages and I trust that this understanding and illustrious man will not be offended.

Many authors seem to think that the problems with composition magically disappear when proper equivalence is used instead of Lagrange-equivalence; this is, however, simply not true. For details on Legendre’s composition and how Gauss removed its defects see the projects below.

Gauss worked exclusively with forms $ax^2 + 2bxy + cy^2$, which he denoted by $(a, b, c)$, and with the determinant $b^2 - ac$. The transition to forms with not necessarily even middle coefficients was promoted by Eisenstein and Dedekind.

Gauss proved that, according to his definitions, two forms can be composed if their discriminants differ by a square factor. He had to pay for this generality by rather technical calculations. In the following, we will therefore restrict our attention to the case of primitive forms with the same discriminant.

Gauss’s exposition of composition consisted of the following parts:

1. The class of the composed form $F = f f'$ only depends on the classes of $f$ and $f'$ (art. 237–239).
2. The class of the principal form is the neutral element (art. 243.1).
3. The class of $(A, -B, C)$ is the inverse of the class of $(A, B, C)$ (art. 243.2).
4. Associativity of composition is proved in art. 240: Gauss claims that $(Q_1 \ast Q_2) \ast Q_3 \sim (Q_1 \ast Q_3) \ast Q_2$ and then presents a set of 27 equations in the coefficients of the forms involved, remarking that “it would take too much time to derive all 27 of these equations”. He then needs two more pages of calculations to finish the proof.

Gauss also knew the basic idea behind Dirichlet composition (art. 243.1): given two forms $(a, b, c)$ and $(a', b', c')$ with discriminant $D$ and coprime values of $a$ and $a'$, we can form the composed form $(A, B, C)$ by taking $A = aa'$, solving the congruences $B \equiv b \mod a$ and $B \equiv b' \mod a'$, and setting $C = (B^2 - D)/A$.

Gauss already worked with the minors $M_{ij}$ of $M(A)$; he used the notation $P = M_{12}$, $Q = M_{13}$, $\ldots$, $U = M_{34}$. The Plücker relation then is given by the equation $PU - QT + RS = 0$. Gauss did not state this relation explicitly, but Poullet-Delisle gave it in the notes of his French translation of the Disquisitiones.

Note: Gauss used $\det M = A$ etc.! effect on (3.8 equation.3.1.8) etc.!

\(^8\) Legendre’s “Essai d’une théorie des nombres”. 
The general problem of finding necessary and sufficient conditions for the existence of a matrix with given minors was solved by Bazin [Baz1851a]. A modern account of these results can be found in Griffiths & Harris [GH1978].

Composition after Gauss

The first mathematician after Dirichlet who drastically simplified Gauss composition (and whose contribution was either not noticed at all or instantly forgotten) was Arthur Cayley. He had developed a theory of hyperdeterminants, which generalize determinants for matrices by attaching numbers to “higher dimensional matrices” such as a $2 \times 2 \times 2$-matrix $A = (a_{ijk})$ ($i,j,k = 0,1$), which has hyperdeterminant (see Cayley [Cay1845])

$$\text{Det}(A) = a_{000}^2a_{111} + a_{001}^2a_{110} + a_{010}^2a_{101} + a_{011}^2a_{100}$$

$$- 2(a_{000}a_{001}a_{110}a_{111} + a_{000}a_{010}a_{101}a_{111} + a_{000}a_{011}a_{100}a_{111})$$

$$+ a_{001}a_{010}a_{101}a_{110} + a_{001}a_{011}a_{100}a_{110} + a_{010}a_{011}a_{100}a_{110}$$

$$+ 4(a_{000}a_{011}a_{101}a_{110} + a_{000}a_{100}a_{110}a_{111}).$$

It can be shown ([GKZ1994, Chap. 14, Prop. 1.4]) that $\text{Det}(A)$ is invariant under the natural action of the group $\Gamma = \text{SL}_2(\mathbb{Z}) \times \text{SL}_2(\mathbb{Z}) \times \text{SL}_2(\mathbb{Z})$, and in fact it can be shown that $\text{Det}(A)$ is the $\Gamma$-invariant of $A$ of minimal degree. With the identification

$a_{000} = a, a_{100} = b, a_{010} = c, a_{110} = d, a_{001} = e, a_{101} = f, a_{011} = g, a_{111} = h$,

$\text{Det}(A)$ becomes (see Cayley [Cay1846, p. 14]) (3.14 The Plücker Relation equation 3.1.14). The hyperdeterminant $\text{Det}(A)$ can then be written (see Cayley [Cay1845, p. 89] and [Cay1846, p. 14]) in the form

$$\text{Det}(A) = (ah - bg - cf + de)^2 - 4(bc - ad)(fg - eh)$$

$$= (ah - bg - de + cf)^2 - 4(af - be)(ch - dg)$$

$$= (ah - cf - de + bg)^2 - 4(af - ce)(bh - df).$$

In this situation Cayley defines three quadratic forms

$$F_1 = (A, 2B, C), \quad F_2 = (A', 2B', C') \quad \text{and} \quad F_3 = (A'', 2B'', C'')$$

by putting

$$A = ag - cc, \quad 2B = ah - cf - de + bg, \quad C = bh - df,$$

$$A' = af - be, \quad 2B' = ah - bg - de + cf, \quad C' = ch - dg,$$

$$A'' = fg - eh, \quad 2B'' = ah - bg - cf + de, \quad C'' = bc - ad.$$

It is then clear that $\text{Det}(A)$ is the common discriminant of these three quadratic forms. It is also easy to verify the following equations:
gives

Its associated quadratic forms are

\[
\begin{align*}
AA' &= A''a^2 + 2B''ae + C''e^2, \\
AB' &= A''ac + B''(ag + ce) + C''eg, \\
AC' &= A''c^2 + 2B''cg + C''g^2; \\
BA' &= A''ab + B''(af + be) + C''ef, \\
BB' + \Theta &= A'''ad + B'''(ah + de) + C'''eh, \\
BB' - \Theta &= A'''be + B'''(bg + cf) + C'''fg, \\
BC' &= A'''cd + B'''(ch + dg) + C'''gh; \\
CA' &= A''b^2 + 2B''bf + C''f^2, \\
CB' &= A''bd + B''(bh + df) + C''fh, \\
CC' &= A''d^2 + 2B''dh + C''h^2,
\end{align*}
\]

where \( \Theta = \frac{1}{2} \Delta \). Adding the two middle equations in (3.32) gives

\[2BB' = A'''(ad + be) + B'''(ah + de + bg + cf) + C'''(eh + fg),\]

and now (3.31) shows that we have the identity

\[A''z_1^2 + 2B''z_1z_2 + C''z_2^2 = (Ax_1^2 + 2Bx_1y_2 + Cx_2^2)(A'y_1^2 + 2B'y_1y_2 + C'y_2^2),\]

where

\[z_1 = ax_1x_2 + by_1y_2 + cx_1y_2 + dy_1y_2,\]
\[z_2 = ex_1x_2 + fy_1y_2 + gy_1y_2 + hy_1y_2.\]

This shows that \( F_3 \) is the composition of the forms \( F_1 \) and \( F_2 \).

Now consider the cube

\[
A = \begin{vmatrix}
    e & f \\
    -a & -b \\
    g & -h \\
    -c & -d
\end{vmatrix}
\]

Its associated quadratic forms are

\[
\begin{align*}
Q_1(x, y) &= (bc - ad)x^2 + (ah - bg - cf + de)xy + (fg - ch)y^2, \\
Q_2(x, y) &= (ag - ce)x^2 + (ah - cf - de + bg)xy + (bh - df)y^2, \\
Q_3(x, y) &= (af - be)x^2 + (ah - bg - de + cf)xy + (ch - dg)y^2.
\end{align*}
\]

Comparing with Cayley's forms we see that

\[
\begin{align*}
Q_1 &= (C'', 2B'', A'') \sim (A'', -2B'', C''), \\
Q_2 &= (A, 2B, C), \\
Q_3 &= (A', 2B', C').
\end{align*}
\]

Thus Cayley's composition \((A'', 2B'', C'') \sim (A, 2B, C)(A', 2B', C')\) coincides with Gauss's \([Q_1, Q_2, Q_3] \sim 0\) since \((A'', -2B'', C'') \sim -(A'', 2B'', C'').\)

Now \((A, 2B, C)\) represents \( A \) and \( C \), and \((A', 2B', C')\) represents \( A' \) and \( C' \); thus the form \((A'', 2B'', C'')\) must represent the products \( AA', AC', CA', \) and in fact these
representations are given by the formulas (3.31Composition after Gaussequation.3.8.31) and (3.33Composition after Gaussequation.3.8.31). More exactly, we have

\[ AA' = Q''(a, e), \quad CA' = Q''(b, f), \]
\[ AC' = Q''(c, g), \quad CC' = Q''(d, h). \]

Dedekind showed that his theory of ideals and Gauss’s theory of binary quadratic forms are equivalent, and, in [Ded1905], gave a simplified account of composition. considers two rows of four numbers

\[ pp' \quad p'' \quad p''' \]
\[ qq' \quad q'' \quad q''' \]

(3.35) and form the six determinants

\[ P = pq' - qp', \quad Q = pq'' - p'' q, \quad R = pq''' - p''' q, \]
\[ S = p'q'' - q' p'', \quad T = p'q''' - q' p''' , \quad U = p'''q' - q''' p'. \]

He then observes the equations

\[ Up' - Tp'' + Sp''' = 0, \quad Uq' - Tq'' + Sq''' = 0, \]

and by multiplying them by \(-q\) and \(p\), respectively, and adding the results he finds the Plücker relation

\[ PU - QT + RS = 0. \]

Next he gives the proof of (3.8equation.3.1.8) and shows that the Plücker equation guarantees that the discriminants of the three quadratic forms attached to (3.35Composition after Gaussequation.3.8.35) have the same discriminant. Equation (3.8equation.3.1.8) does not reflect the symmetry of the cube \(A\) from which it is derived; a symmetric equation would have the product \(Q_1Q_2Q_3\) on one side and something else on the other. Dedekind found such a formula:

\[ Q_1(x_1, y_1)Q_2(x_2, y_2)Q_3(x_3, y_3) = \frac{H'^2 - \Delta H^2}{4}, \]

where \(H, H'\) are trilinear forms given by

\[ H = ax_1x_2x_3 + \ldots \]
\[ H' = \ldots \]

A special case of this formula was rediscovered by Goins [Goi2001].

Weber [Web1907] bases his theory of composition, which is inspired by Dedekind’s account, on the trilinear form

\[ H = \alpha_0 x_1x_2x_3 + \alpha_1 x_1y_2y_3 + \alpha_2 y_1x_2y_3 + \alpha_3 y_1y_2x_3 + \beta_0 y_1y_2y_3 + \beta_1 y_1x_2x_3 + \beta_2 x_1y_2x_3 + \beta_3 x_1x_2y_3. \]

(3.36)

As in Dedekind, let \((r, s, t)\) be a permutation of \((1, 2, 3)\). Define the partial derivatives

\[ X_r = \frac{\partial H}{\partial y_r} = \beta_r x_s x_t + \alpha_s x_s y_t + \alpha_t x_t y_s + \beta_0 y_s y_t, \]
\[ -Y_r = \frac{\partial H}{\partial x_r} = \alpha_0 x_s x_t + \beta_r x_s y_t + \beta_s x_t y_s + \alpha_r y_s y_t, \]

as well as the three quadratic forms
Explicitly he finds \( f_t = (a_t, b_t, c_t) \) with

\[
\begin{align*}
    a_t &= \beta_t \beta_b - a_0 a_t, \\
    b_t &= \alpha_t \beta_b + \alpha_b \beta_t - a_0 \beta_0, \\
    c_t &= \alpha_t a_s - \beta_0 \beta_t.
\end{align*}
\]

Now set

\[
\begin{align*}
    u_r &= \frac{\partial f_r}{\partial y_r} - x_r \sqrt{\Delta}, \\
    v_r &= -\frac{\partial f_r}{\partial x_r} - y_r \sqrt{\Delta}, \\
    \nu_r &= \frac{\partial f_r}{\partial y_r} + x_r \sqrt{\Delta},
\end{align*}
\]

Then

\[
Q(x_r, y_r) = \frac{1}{4} u_r \nu_r.
\]

Weber gives two proofs of associativity; the first one uses Dirichlet composition. Speiser [Spe1912] starts with a bilinear substitution

\[
\begin{align*}
    x_1 &= py_1 z_1 + p'y_1 z_2 + p'''y_2 z_1 + p''y_2 z_2, \\
    x_2 &= qy_1 z_1 + q'y_1 z_2 + q''y_2 z_1 + q'''y_2 z_2
\end{align*}
\]

and tries to find forms \( f_1, f_2, f_3 \) satisfying

\[
f_1(x_1, x_2) = f_2(y_1, y_2) f_3(z_1, z_2).
\]

Solving (3.38) for \( y_1 \) and \( y_2 \) we get

\[
\begin{align*}
    y_1 &= \frac{q''x_1 z_1 + p'''x_2 z_2 - p''x_2 z_1 - p'''x_2 z_2}{\phi_3(z_1, z_2)} = \frac{y_1}{\phi_3}, \\
    y_2 &= -\frac{gq_1 z_1 - q'x_1 z_2 + px_2 z_1 + p'x_2 z_2}{\phi_3(z_1, z_2)} = \frac{y_2}{\phi_3},
\end{align*}
\]

where

\[
\phi_3(z_1, z_2) = \left| \begin{array}{c}
    p z_1 + p' z_2 \\
    q z_1 + q' z_2
\end{array} \right|.
\]

Substituting (3.40) in (3.39) and clearing denominators gives

\[
\phi_3(z_1, z_2)^2 \phi_3(f_1(x_1, x_2) = f_2(Y_1, Y_2) f_3(z_1, z_2).
\]

Since \( K[x_1, x_2, y_1, y_2, z_1, z_2] \) is factorial, and since \( \gcd(f_3, f_1) = 1 \), we conclude that

\[
f_3 \mid \phi_3^2.
\]

Solving for \( z_1 \) and \( z_2 \) instead we similarly get

\[
\begin{align*}
    z_1 &= \frac{q''x_1 y_1 + p'''x_2 y_2 - p''x_2 y_1 - p'''x_2 y_2}{\phi_2(y_1, y_2)} = \frac{z_1}{\phi_2}, \\
    z_2 &= \frac{-gq_1 y_1 - q'x_1 y_2 + px_2 y_1 + p'x_2 y_2}{\phi_2(y_1, y_2)} = \frac{z_2}{\phi_2},
\end{align*}
\]

where

\[
\phi_2(y_1, y_2) = \left| \begin{array}{c}
    p y_1 + p'' y_2 \\
    q y_1 + q' y_2
\end{array} \right|.
\]
We also find that
\[ f_2 \mid \phi_2^2. \]

Now let
\[ f_1(x_1, x_2) = \phi_2(y_1, y_2) \phi_3(z_1, z_2) \quad (3.42) \]
for \( x_1, x_2 \) as in (3.38 Composition after Gauss equation). Replacing \( y_1 \) and \( y_2 \) by the right hand sides of (3.40 Composition after Gauss equation) we get
\[ \phi_2(Y_1, Y_2) = f_1(x_1, x_2) \phi_3(z_1, z_2). \]

Now we see that
\[ f_1 \mid \phi_1, \]
where
\[ \phi_1(x_1, x_2) = \left| \begin{array}{cc} q''x_1 - p''x_2 & q'''x_1 - p'''x_2 \\ -qx_1 + px_2 & -q'x_1 + p'x_2 \end{array} \right|. \]

Since \( f_1 \) and \( \phi_1 \) are homogeneous quadratic forms, they only can differ by a constant \( c \):
\[ c\phi_1(x_1, x_2) = \phi_2(y_1, y_2) \phi_3(z_1, z_2). \]

Solving (3.40 Composition after Gauss equation) for \( z_1/\phi_3 \) and \( z_2/\phi_3 \) we find
\[ \frac{z_1}{\phi_3} = \frac{-q'x_1y_1 + p'x_2y_1 - q'''x_1y_2 + p'''x_2y_2}{\phi_1(x_1, x_2)}. \]

Comparing this with the first equation in (3.41 Composition after Gauss equation) we get
\[ -\phi_1 = \phi_2\phi_3. \]

We have proved:
\[ \begin{vmatrix} q''x_1 - p''x_2 & q'''x_1 - p'''x_2 \\ -qx_1 + px_2 & -q'x_1 + p'x_2 \end{vmatrix} = \begin{vmatrix} py_1 + p''y_2 p' y_1 + p'''y_2 \\ qy_1 + q'''y_2 q' y_1 + q'''y_2 \end{vmatrix} \begin{vmatrix} pz_1 + p'z_2 p''z_1 + p'''z_2 \\ qz_1 + q'z_2 q''z_1 + q'''z_2 \end{vmatrix}. \quad (3.43) \]

Speiser’s algorithm for composing two forms was given in Thm. 3.13 Lemma 3.13. For his proof of Gauss’s Lemma, see Lemma 3.21 Gauss’s Lemma Lemma 3.21.

**Composition of Forms**

After preliminary work on the multiplication of forms by Euler and Lagrange, Legendre proved that any two forms with the same discriminant can be composed. The major drawback of Legendre’s attempts was the fact that the composite of two forms was not well defined, not even up to equivalence.

Gauss’s theory of composition differs in two subtle but important points from that of his predecessors: he introduced “proper equivalence” (equivalence with respect to \( SL_2(\mathbb{Z}) \) instead of allowing matrices with determinant \( \pm 1 \)) and, through a judicious choice of signs in Legendre’s composition algorithm (which he claims he was not aware of at the time he was writing his Disquisitiones), manages to make composition single-valued, thereby defining a group structure on the set of proper equivalence classes of forms. Gauss’s proof of associativity involved solving a system of 27 equations, and was extremely technical.

Dirichlet simplified Gauss composition by introducing united forms in his lectures on number theory. The main idea, namely replacing the forms \( Q_1 \) and \( Q_2 \) by suitable equivalent forms \( Q_1' \) and \( Q_2' \) before composing them, was characterized by Arndt [Arn1859a,
A,B

p. 65] as avoiding technical calculations but lacking the elegance of Gauss’s construction. Edwards [Edw1977, Edw2005, GSS2007, Edw2007a, Edw2008] made a habit out of complaining that Dirichlet’s method was a composition of classes and not of forms. But if $Q'_1 \sim Q'_2 \sim Q_2$ in Dirichlet’s sense, where $Q'_1 \sim Q_1$ and $Q'_2 \sim Q_2$ are concordant, then we also have $Q'_1 \sim Q_1 Q_2$ in the sense of Gauss.

Cayley [Cay1846] developed a theory of hyperdeterminants; these are determinants of higher dimensional matrices. The hyperdeterminant of a $2 \times 2 \times 2$-matrix turned out to be related to Gauss composition of binary quadratic forms; in fact, his $2 \times 2 \times 2$-matrices are obviously incarnations of what we have called Bhargava’s cubes. The hyperdeterminant of such a $2 \times 2 \times 2$-matrix coincides with the common discriminant of the forms attached to a cube. It can be shown (see Gelfand, Kapranov, & Zelevinsky [GKZ1994, Chap. 14, Prop. 1.4]) that Det$(A)$ is invariant under the natural action of the group $\Gamma = \text{SL}_2(\mathbb{Z}) \times \text{SL}_2(\mathbb{Z}) \times \text{SL}_2(\mathbb{Z})$), and in fact it can be shown that Det$(A)$ is the $\Gamma$-invariant of $A$ of minimal degree.

Bazin [Baz1851b] observed that the composition matrix can also be chosen in such a way that $a = 1$ and $e = 0$. Arndt [Arn1859a] showed that composition can be performed by solving a certain system of congruences. His method has become more or less the standard way of composing forms in the recent literature (see Buell [Bue1989], Lenstra [Len1982], Schoof [Sch1982]), mainly because it follows easily from the approach to composition via modules in quadratic number fields.

Pépin [Pep1880b] gave a detailed account of Gauss’s theory of binary quadratic forms; like almost all authors who simplified Gauss’s approach, he started with the bilinear substitution and then derived Gauss’s six conclusions. He then gave an account of genus theory, and finally studied connections with Cauchy’s and Jacobi’s work on cyclotomy as well as with Joubert’s results obtained with the help of elliptic functions, and gave applications to Euler’s idoneal numbers. Smith [Smi1865] also gave a clean exposition of Gauss composition.

Dedekind showed that Gauss composition can be expressed clearly using the language of modules; he gave a full account of this approach in Dirichlet’s lectures on number theory [DD1893, DD1999].

In an unpublished diary entry from Oct. 20, 1898 (see Fenster & Schwermer [FS2007]), Hurwitz presented an approach to Gauss composition which closely resembles Pépin’s account discussed above. It is very unlikely that Hurwitz (or anyone else in the German number theoretic community) had read Pépin’s memoir; the resemblance testifies to the naturality of this approach for anyone who had mastered Gauss’s theory of composition. In fact, Dedekind proceeded in a similar way when returned to the problem of giving a satisfying account of composition in [Ded1905], and investigated what we have called the composition matrix $M = \left( \begin{smallmatrix} a & b & c \\ e & f & g \\ d & h & \end{smallmatrix} \right)$. In his investigations, he was led to the corresponding trilinear form $ax_1 x_2 x_3 + bx_1 x_2 y_3 + \cdots + h y_1 y_2 y_3$, which Weber [Web1907] put at the beginning of his account of composition. Speiser [Spe1912] gave a very simple introduction to composition based on Dedekind’s approach, from which we have borrowed a substantial part.

An interesting approach to Gauss composition using matrices was presented by Brandt [Bra1919]. As Emmy Noether remarked in her Jahrbuch review of Brandt’s article, some of his techniques were anticipated by Steinitz [Ste1899], who did not apply his results on modules to the composition of quadratic forms (or to anything else, for that matter). Steinitz’s work on divisibility in integral matrix rings was based on fundamental results by Frobenius on elementary divisors.

Du Pasquier [dPa1906] and Châtelet [Cha1911, Cha1924] studied the greatest right divisors in the rings of integral matrices: for matrices $A, B \in M_n(\mathbb{Z})$, a matrix $D \in M_n(\mathbb{Z})$ is called a right divisor of $A$ if $A = A_1 D$ for some $A_1 \in M_n(\mathbb{Z})$. A common right divisor of $A$ and $B$ is a matrix $D$ which is a right divisor of $A$ and $B$. A right divisor $D$ of $A$ and $B$ is called a greatest common right divisor if every right divisor $D'$ of $A$ and $B$ has the form...
\(D' = D_1 D\). Châtelet proved the existence of greatest common right divisors and provided an algorithm for computing it.

Grace Shover and MacDuffee [SMD1931] showed that Châtelet’s theory could be used for doing ideal arithmetic in number fields. Jenkins [Jen1935] then translated their results to give a new method for composing binary quadratic forms. Rice [Ric1971] interpreted composition with the help of quaternion algebras.

Shanks [Sh1989b] rediscovered the “magic matrix” \(M(\mathcal{A})\) implicitly contained in Gauss’s work, and which occurred in various guises in the contributions by Cayley, Dedekind, Weber and Speiser. Shanks showed that the composed form \(Q_3\) could be at least partially reduced by working with \(M(\mathcal{A})\) instead of the coefficients of \(Q_3\). Shanks also complained that the theory of composition had encountered “One Hundred Years of Solitude” between Dedekind’s 1871 contribution and those of his own.

Riss [Ris1978] gave another (modern) account of Gauss composition using linear algebra.

The problem of extending Gauss composition of quadratic forms to more general domains was discussed by Lubelski [Lub1961], Kaplansky [Kap1968], Butts & Estes [BE1968], Dulin & Butts [DB1972], and then extensively by Towber [Tow1980]. Taussky’s account of composition in [Tau1981] is incoherent and resembles Legendre’s version of composition.

A generalization of Gauss composition to general rings was given by Kneser [Kne1982a, Kne1982b] (see also [GSS2007]), who replaced quadratic forms with coefficients from a ring \(R\) by quadratic spaces. Independently, Koecher [Koe1987] gave a similar solution.

In his Ph.D. thesis [Bha2001], Manjul Bhargava introduced the cubes \(\mathcal{A}\) to represent collinear triples of quadratic forms. The main topic in Bhargava’s thesis was not so much giving a new interpretation of Gauss composition, but studying various possible composition laws and applying them to finding the density of number fields of degree \(\leq 5\). Our definition of the forms \(Q_i\) attached to a cube \(\mathcal{A}\) differs slightly from Bhargava’s. Also, what we have called “primitive cubes” are called projective by Bhargava because of a connection with projective modules.

An approach to composition via wedge products was provided by Chua [Chu2008]; connections between composition and the wedge product already were spotted by Bosma & Stevenhagen [BS1996b].

**Derived Forms**

Gauß [Gau1801] proved the formula giving \(h^+(\Delta N^2)/h^+(\Delta)\) only for negative discriminants \(\Delta\); Dirichlet [Dir1839, § 8] derived the general result from his class number formula, and Lipschitz [Lip1857] then gave an algebraic proof for the general result. The approach to nonfundamental discriminants given in the text is based on Jung’s book [Ju1936]; see also Pall [Pal1935] and Flath [Fla1989].

**3.9. Projects**

**3.9.1 Legendre and the composition of forms**

1. **Fermat’s Conjecture.** Verify that

\[
(2x_1^2 + 2x_1y_1 + 3y_1^2)(2x_2^2 + 2x_2y_2 + 2y_2^2) = X^2 + 5Y^2
\]

for

\[
\begin{align*}
X &= x_3 = 2x_1x_2 + x_1y_2 + x_2y_1 - 2y_1y_2, & Y &= y_3 = x_1y_2 + x_2y_1 + y_1y_2, \\
X &= x_4 = 2x_1x_2 + x_1y_2 + x_2y_1 + 3y_1y_2, & Y &= y_4 = x_1y_2 - x_2y_1.
\end{align*}
\]
by computing the products

\[(2x_1 + y_1 + y_1\sqrt{-5})(2x_2 + y_2 \pm y_2\sqrt{-5}) = 2(X + Y\sqrt{-5}).\]

From these identities, read off the coefficients of the corresponding composition matrix \(M\) (since the three forms attached to \(M\) and \(-M\) are identical, we will not distinguish between these matrices, or between the corresponding cubes) using (3.8equation.3.1.8):

<table>
<thead>
<tr>
<th>(X)</th>
<th>(Y)</th>
<th>([a, b, c, d, e, f, g, h])</th>
<th>(Q_1)</th>
<th>(Q_2)</th>
<th>(Q_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_3)</td>
<td>(y_3)</td>
<td>([0, 1, 1, 1, 2, 1, 1, -2])</td>
<td>((2, 2, 3))</td>
<td>((2, 2, 3))</td>
<td>((1, 0, 5))</td>
</tr>
<tr>
<td>(x_3 - y_3)</td>
<td>([0, -1, -1, -1, 2, 1, 1, -2])</td>
<td>((-2, -2, -3))</td>
<td>((-2, -2, -3))</td>
<td>((1, 0, 5))</td>
<td></td>
</tr>
<tr>
<td>(x_4)</td>
<td>(y_4)</td>
<td>([0, 1, -1, 0, 2, 1, 1, 3])</td>
<td>((2, 2, 3))</td>
<td>((-2, -2, -3))</td>
<td>((-1, 0, -5))</td>
</tr>
<tr>
<td>(x_4 - y_4)</td>
<td>([0, 1, -1, 0, -2, -1, -1, -3])</td>
<td>((-2, -2, -3))</td>
<td>((2, 2, 3))</td>
<td>((-1, 0, -5))</td>
<td></td>
</tr>
</tbody>
</table>

Observe that among the four possible cubes there is exactly one giving the correct forms \(Q_1\) and \(Q_2\). If we demand that the composite form \(Q_3\) be positive definite, we are left with the first two possibilities, each of which gives \((1, 0, 5)\) as the composed form. In this way, the composition table of the equivalence classes \(A = [(1, 0, 5)]\) and \(B = [(2, 2, 3)]\) becomes

\[
\begin{array}{c|c|c}
A & B & B \\
\hline
A & AB & \hline
B & B & \hline
A & AB & 
\end{array}
\]

2. Brahmagupta’s Identity. Verify that

\[(x_1^2 - Ny_1^2)(x_2^2 - Ny_2^2) = x_3^2 - Ny_3^2\]

is satisfied for the following choices of \(x_3\) and \(y_3\), and explain them with Bhargava’s cubes:

<table>
<thead>
<tr>
<th>(x_3)</th>
<th>(y_3)</th>
<th>([a, b, c, d, e, f, g, h])</th>
<th>(Q_1)</th>
<th>(Q_2)</th>
<th>(Q_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1x_2 + Ny_1y_2)</td>
<td>(x_1y_2 + x_2y_1)</td>
<td>([0, 1, 1, 0, 1, 0, 0, N])</td>
<td>((1, 0, -N))</td>
<td>((1, 0, -N))</td>
<td>((1, 0, -N))</td>
</tr>
<tr>
<td>(x_1x_2 + Ny_1y_2 - y_1x_2 - y_2x_1)</td>
<td>([0, -1, -1, 0, 1, 0, 0, N])</td>
<td>((-1, 0, N))</td>
<td>((-1, 0, N))</td>
<td>((1, 0, -N))</td>
<td></td>
</tr>
<tr>
<td>(x_1x_2 - Ny_1y_2)</td>
<td>(x_1y_2 - x_2y_1)</td>
<td>([0, -1, -1, 0, 1, 0, 0, N])</td>
<td>((-1, 0, N))</td>
<td>((-1, 0, N))</td>
<td>((-1, 0, N))</td>
</tr>
<tr>
<td>(x_1x_2 - Ny_1y_2 - y_1x_2 - y_2x_1)</td>
<td>([0, -1, -1, 0, 1, 0, 0, N])</td>
<td>((-1, 0, N))</td>
<td>((-1, 0, N))</td>
<td>((-1, 0, N))</td>
<td></td>
</tr>
</tbody>
</table>

Among the four possibilities, only one gives the correct forms \(Q_1\) and \(Q_2\).

Composition of General Forms. Legendre’s method for composing two primitive forms \(Q = ax^2 + 2bxy + cy^2\) and \(Q' = a'z^2 + 2b'zw + c'w^2\) with determinant \(\delta = b^2 - ac = b'^2 - a'c'\) was the following: Multiply \(Q\) and \(Q'\) through by \(a\) and \(a'\) and then apply Brahmagupta’s identity (3.29Notesequation.3.8.29); divide through by \(aa'\) and show that you find

\[Q(x, y)Q'(z, w) = Au^2 + 2Buv + Cv^2,\]

where

\[A = aa', \quad C = (B^2 - \delta)/A,\]

\[v = (ax + by)w \pm (a'z + b'w)y,\]

\[Av + Bv = (ax + by)(a'z + b'w) \pm \deltayw,\]

and where \(B\) has still to be determined. Calculations give \(u = xz + myw + m'xw + nyw\) with
\[ m = \frac{b + B}{a}, \quad m' = \frac{b' - B}{a'}, \quad n = mn' \equiv C. \]

Now Legendre assumes that \( \gcd(a, a') = 1 \) (this can always be achieved by replacing \( Q' \) by a suitably chosen equivalent form). Then there is an integer \( B \) with \( B \equiv \pm b \mod a \) and \( B \equiv b' \mod a' \), and we get

\[ B^2 \equiv b^2 \equiv \delta \mod a, \quad B^{2} \equiv b'^{2} \equiv \delta \mod a', \]

and all the coefficients above are integers.

Summarizing the above procedure, Legendre has found two forms

\[ Q''(u, v) = A_j u^2 + B_j uv + C_j v^2 \]

\((j = 1, 2)\) with determinant \( B^2 - AC = \Delta \), and such that

\[ Q(x, y)Q'(z, w) = Q'_j(L_j(x, y; z, w), L'_j(x, y; z, w)) \]

for two pairs of bilinear forms \( L_j \) and \( L'_j \) in \( x, y \) and \( z, w \).

For giving an explicit example, consider e.g. the form \((5, 6, 10)\) of discriminant \( \Delta = -4 \cdot 41 \). We find

\[ (5x^2 + 6x_1y_1 + 10y_1^2)(5x_2^2 + 6x_2y_2 + 10y_2^2) = X^2 + 41Y^2 \]

for

\[ X = 5x_1x_2 + 3x_1y_2 + 3x_2y_1 + 10y_1y_2, \quad \text{and} \quad Y = x_1y_2 - x_2y_1. \]

On the other hand, we also have

\[ (5x_1^2 + 6x_1y_1 + 10y_1^2)(5x_2^2 + 6x_2y_2 + 10y_2^2) = 2X^2 + 6XY + 25Y^2 \]

for

\[ X = 5x_1y_2 + 5x_2y_1 - 6y_1y_2, \quad Y = x_1x_2 - 2y_1y_2. \]

Since \((2, 6, 25) \sim (2, 2, 21)\), this form is not equivalent to the principal form \((1, 0, 41)\). Thus the form \((5, 6, 10)\) can be composed with itself in two essentially different ways.

Thm. 3.1lemmacount.3.1 allows us to read off the coefficients of a cube \( A \) attached to identities of this form. In our case we find the cubes

\[ A = \begin{vmatrix} 1 & 0 & 2 \\ 0 & -1 & 0 \\ 3 & -10 & -6 \end{vmatrix}, \quad A' = \begin{vmatrix} 1 & 0 \\ -1 & 0 \\ 5 & -6 \end{vmatrix} \]

and the forms \( Q_1 = (-5, -6, -10) \), \( Q_2 = (5, 6, 10) \), \( Q_3 = (-1, 0, -41) \), as well as \( Q'_1 = (5, 6, 10) \), \( Q'_2 = (5, 6, 10) \), and \( Q'_3 = (2, 6, 25) \). Thus we see that the first cube does not give rise to the right forms.

It turns out that there are, in general, two ways in which we can compose two forms, but that only one of them is compatible with Bhargava’s cubes.

**Example.** Consider the following forms of discriminant \(-4 \cdot 41\):

\[
\begin{align*}
A &= x^2 + 41y^2, \\
B &= 2x^2 + 2xy + 21y^2, \\
C &= 5x^2 + 6xy + 10y^2, \\
D &= 3x^2 + 2xy + 14y^2, \\
E &= 6x^2 + 2xy + 7y^2.
\end{align*}
\]
Note that the form \((5, 6, 10)\) is not L-reduced; it is L-equivalent, however, to \((5, 4, 9)\). Composing \(C\) with itself we find

\[
(5x^2 + 6xy + 10y^2)(5z^2 + 6zw + 10w^2) = (5zx + 3xw + 3yz + 10yw)^2 + 41(wx - yz)^2.
\]

On the other hand, we also have

\[
(5x^2 + 6xy + 10y^2)(5z^2 + 6zw + 10w^2) = 2X^2 + 6XY + 25Y^2
\]

for

\[
X = 5xw + 5zy - 6yw, \quad Y = xz - 2yw.
\]

This form has discriminant \(6^2 - 8 \cdot 25 = -4 \cdot 41\), but it is not reduced. The transformation \(X \mapsto X - Y\) shows that it is equivalent to

\[
2(X - Y)^2 + 6(X - Y)Y + 25Y^2 = 2X^2 + 2XY + 21Y^2.
\]

Thus, as Legendre observes, we have \(C \ast C \sim A\) as well as \(C \ast C \sim B\), and in fact, his composition of reduced forms gives in general two different answers.

The complete “multiplication table” for the set of reduced forms of discriminant \(-4 \cdot 41\) is given by Legendre as

\[
\begin{array}{cccc}
A & B & C & D \\
A & AB & C & D \\
B & B & A & C \\
C & C & A & D or \ E & D or \ E \\
D & D & E & D or \ E & A or \ C & B or \ C \\
E & E & D & D or \ E & B or \ C & A or \ C
\end{array}
\]

Anyone knowing about groups immediately sees that Legendre must be doing something wrong: composition is not well defined, and cancellation does not work (we have \(A \ast C = C\) and \(B \ast C = C\)).

### 3.9.2 Gauss Composition

Let us return to Legendre’s composition of reduced forms of discriminant \(-4 \cdot 41\). He found \(A \ast X = X\) for all forms \(X\), so \(A\) should be the neutral element of this “group”. He also found \(B \ast B \sim A\), which indicates that \(B\) should have order 2. But any group with an element of order 2 must have even order, whereas Legendre only had five classes to work with.

It is therefore clear that we will have to modify our definition of equivalence in such a way that we get fewer (say 4) or more (for example 6 or 8) classes. In order to get fewer classes we would have to allow more matrices \(T\) for which \(Q \mid T = Q\); but matrices with determinant \(\neq \pm 1\) are not invertible in \(\text{GL}_2(\mathbb{Z})\), so we lose integrality or equivalence.

In order to get more classes we will have to restrict our class of matrices \(T \in \text{GL}_2(\mathbb{Z})\); the most obvious choice would of course be that of allowing only \(T\) with determinant 1. This is what Gauss did: he called two forms \(Q, Q’ \) properly equivalent if \(Q’ = Q \mid T\) for some \(T \in \text{SL}_2(\mathbb{Z})\).

Now consider the class \([Q]_L\) of a form \(Q = (A, B, C)\) in the sense of Legendre; it contains at most two classes in the sense of Gauss, namely the class of forms properly equivalent to \(Q\) and the class \([Q^-]\) of forms properly equivalent to \(Q^- = (A, -B, C)\), because \(Q^- = Q \mid T\) for \(T = \left(\begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix}\right)\) \(\in \text{GL}_2(\mathbb{Z}) \setminus \text{SL}_2(\mathbb{Z})\). Note that \(Q\) and \(Q^-\) represent the same integers since \(Q(x, y) = Q^- (x, -y)\).
Although \( Q \) and \( Q^- \) are improperly equivalent (Gauss’s expression for equivalence in the sense of Lagrange and Legendre), they might still be properly equivalent; this will definitely happen if \( B = 0 \), since then \( Q = Q^- \). It also happens for forms \( (A, A, C) \) since \( (A, -A, C) \sim (A, A, C) \) via \( S = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \). Thus \( A \sim A^- \) and \( B \sim B^- \) for Legendre’s classes \( A \) and \( B \). It can be shown, however, that Legendre’s classes \([C]_L, [D]_L, \) and \([E]_L \) split into two distinct classes in the sense of Gauss.

Thus we end up with 8 classes of forms \([A], [B], [C], [C^-], [D], [D^-], [E], \) and \([E^-] \). Gauss also had to fix a choice of signs in the definition of composition; saving the details for later, we now can explain Legendre’s \( C \ast C \sim A \) and \( C \ast C \sim B \) using Gauss composition: these relations correspond to Gauss’s \([C]+[C^-] = [C^-]+[C] \) and \([C]+[C] = [C^-]+[C^-] = [A] \).

The cancellation problem also disappears since Legendre’s \( A \ast C \sim B \ast C \sim C \) now become \([A]+[C] = [C], [A]+[C^-] = [C^-], [B]+[C] = [C^-], \) and \([B]+[C^-] = [C] \).

Gauss’s definition of composition in art. 235 reads as follows:

If the form \( F = AX^2 + 2BX Y + CY^2 \) is transformed into the product of two forms

\[
f = ax^2 + 2bxy + cy^2 \quad \text{and} \quad f' = ax'^2 + 2b'x'y' + c'y'^2
\]

by the substitution

\[
\begin{align*}
X &= px^x + p'y'y' + p''yx' + p'''yy', \\
Y &= qx^x + q'y'y' + q''yx' + q'''yy',
\end{align*}
\]

(3.44)

[...] we shall simply say that the form \( F \) is transformable in \( ff' \). If, further, this transformation is so constructed that the six numbers

\[
\begin{align*}
P &= pq' - qp', & Q &= pq'' - p''q, \\
R &= pq''' - p'''q, & S &= p'q'' - q'p'', \\
T &= p'q''' - q'p''', & U &= p''q''' - q''p'''
\end{align*}
\]

(3.45)

do not have a common divisor, we will call the form \( F \) a composite of the forms \( f \) and \( f' \).

As in Legendre’s composition, there are in general two forms \( F \) that are composites of \( f \) and \( f' \). By a lengthy calculation, Gauss shows that there are integers \( n, n' = \pm 1 \) (we are assuming that the forms involved have the same discriminant; in Gauss’s exposition, \( n \) and \( n' \) are just nonzero rational numbers) such that

\[
\begin{align*}
P &= an', & R - S &= 2bn', & U &= an', \\
Q &= a'n, & R + S &= 2b'n, & T &= c'n,
\end{align*}
\]

and Gauss says that \( F \) is the (direct) composition of \( f \) and \( f' \) if \( n = n' = +1 \).

Gauss’s theory of quadratic forms is maximally general: he makes no assumption on discriminants at all, and even composes forms of different discriminants. In the case of interest to us, the discriminants of the forms \( f \), \( f' \) and \( F \) are equal, and the forms are primitive. Under these assumptions, the conditions on the gcd of \( P, Q, \ldots, U \) are always satisfied. Moreover, Gauss shows that (end of art. 235) that

\[
(a, 2b, c) = (P, R - S, U) \quad \text{and} \quad (a', 2b', c') = (Q, R + S, T),
\]

(3.46)
or, using the numbers \( p, p' \) etc,

\[
\begin{align*}
(a, 2b, c) &= (pq' - qp', q^p'' - q''p' - p''q'^{p''} - q''q'^{p''}), \\
(a', 2b', c') &= (pp''' - p'''q, pq'' - p''q - q''p' - p''q'^{p''} - q''q'^{p''}), \\
(A, 2B, C) &= (q^{p''} - q''q'^{p''}, pp''' + qp'' - q''q'^{p''} - q''p'^{p''}).
\end{align*}
\]
At this point Gauss knows that

$$F(X,Y) = f(x,y)f'(x',y'),$$

where \( X \) and \( Y \) are defined as in (3.44 Gauss Composition equation 3.9.44).

In the following, we will present the composition algorithm of Gauss in the form presented by Smith [Smi1865] and Mathews [Mat1891].

**Lemma 3.50.** Let \( P, Q, R, S, T, U \) be real numbers. Show that the matrices

$$A = \begin{pmatrix} 0 & P & Q & R \\ -P & 0 & S & T \\ -Q & -S & 0 & U \\ -R & T & -U & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & U & -T & S \\ -U & 0 & R & -Q \\ T & -R & 0 & P \\ -S & Q & -P & 0 \end{pmatrix}$$

satisfy \( AB = BA = -(PU - QT + RS)E \), where \( E \) is the 4 \( \times \) 4 unit matrix.

For \( t = (t_0, t_1, t_2, t_3)^{tr} \in \mathbb{R}^4 \) define \( x = (x_0, x_1, x_2, x_3)^{tr} \in \mathbb{R}^4 \) by \( At = x \). Verify that \( x \cdot t = 0 \) and \( Bx = 0 \).

Let \( P, Q, R, S, T, U \) be integers satisfying the Plücker relation \( PU - QT + RS = 0 \). Choose arbitrary integers \( t_0, t_1, t_2, t_3 \) with \( \gcd(t_0, t_1, t_2, t_3) = 1 \) and choose \( \lambda \in \mathbb{N} \) in such a way that \( q = (q_0, q_1, q_2, q_3)^{tr} \) satisfies \( q = \lambda x \) for \( x = At \) and \( \gcd(q_0, q_1, q_2, q_3) = 1 \). Using the Euclidean algorithm, find \( r = (r_0, r_1, r_2, r_3)^{tr} \in \mathbb{Z}^4 \) with \( r \cdot q = 1 \), and set \( p = \mu y \) for \( y = Ar \) with \( \gcd(p_0, p_1, p_2, p_3) = 1 \).

Check that \( M = \begin{pmatrix} q_0 & q_1 & q_2 & q_3 \\ p_0 & p_1 & p_2 & p_3 \end{pmatrix} \) has the minors \( P, Q, R, S, T, U \).

Example.

### 3.9.3 Brandt Composition

Heinrich Brandt is perhaps best known for his introduction of groupoids in connection with composition of quadratic forms. In this project, we will present his approach to composition of quadratic forms based on linear algebra published in [Bra1919].

As usual, let \( Q_0 = (1, \sigma, m) \) denote the principal form of discriminant \( \Delta = \sigma^2 - 4m \), where \( \sigma \in \{ 0, 1 \} \). Let \( Q = (A, B, C) \) be a quadratic form with discriminant \( \Delta = B^2 - 4AC \). We say that a matrix \( T \) belongs to \( Q \) if \( T^{tr}M(Q_0)T = A \cdot M(Q) \). Verify that e.g. \( T = \begin{pmatrix} A & \frac{2m}{1} \\ 0 & 1 \end{pmatrix} \) works.

**Lemma 3.51.** If \( T \) belongs to \( Q \), then, for any \( S \in \text{SL}_2(\mathbb{Z}) \), \( TS \) belongs to \( Q|_S \).

Assume that \( Q_i = (A_i, B_i, C_i) \) \( (i = 1, 2, 3) \) are three quadratic forms to which the matrices \( T_i \) belong, and assume in addition that \( \gcd(A_1, A_2) = 1 \). Then \( [Q_1] + [Q_2] = [Q_3] \) if and only if there exist matrices \( S, S' \in \text{SL}_2(\mathbb{Z}) \) such that \( T_3 = T_1ST_2 = T_2S'T_1 \). We shall write \( T_3 = T_1 \ast T_2 \).

Brandt calls matrices \( T, T' \) equivalent if there exist \( S, S' \in \text{SL}_2(\mathbb{Z}) \) with \( T = T'S = S'T \). This is an equivalence relation.

**Lemma 3.52.** Let \( T_i, T'_i \) \( (i = 1, 2, 3) \) be matrices whose determinants \( \det T_i \) are pairwise coprime. If \( T_i \sim T'_i \), and if \( T_3 = T_1 \ast T_2 \) and \( T'_3 = T'_1 \ast T'_2 \), then \( T'_3 \sim T_3 \).

Let us prove associativity. We are given three forms \( Q_i \), and we assume that \( \gcd(A_1, A_2) = \gcd(A_1, A_3) = \gcd(A_2, A_3) = 1 \). Assume that \( |Q_1| + |Q_2| = |Q_{12}| \) and \( |Q_2| + |Q_3| = |Q_{23}| \); we have to show that \( |Q_{12}| + |Q_3| = |Q_1| + |Q_{23}| \). Let \( T_i \) and \( T_{ij} \) be matrices belonging to
these forms; then \( T_{12} = T_1 S_1 T_2 = T_2 S_2 T_1 \), \( T_{23} = T_2 S_3 T_3 \), \( T_{32} = T_3 S_2 T_2 \), and we have to show \( T_{12} S_3 T_3 = T_3 S_4 T_{12} \).

Example.

Exercises

3.1 Assume that the primitive forms \( Q_i = (A_i, B_i, C_i) \) are attached to the cube

\[
A = \begin{pmatrix}
a & b \\
g & h \\
c & d
\end{pmatrix}
\]

Since \( A_i, C_i \) are represented by the forms \( Q_i \), for \( i = 1, 2 \), the products \( A_1 A_2, A_1 C_2 \) etc. must be represented by \( Q_3 \). Show that, in fact,

\[
A_1 A_2 = Q_3(c, -a), \quad A_1 C_2 = Q_3(d, -b), \\
C_1 A_2 = Q_3(g, -e), \quad C_1 C_2 = Q_3(h, -f).
\]

3.2 Compute the three quadratic forms attached to the cube

3.3 Compute the action of the element \( \in \text{SL}_2(\mathbb{Z})^3 \) on the cube

3.4 Compute a cube attached to the three forms

3.5 Compute a cube attached to the three forms \((2, 2, m), (2, 2, m), Q_0\)

3.6 Here’s a different proof for Lemma 3.17 lemmacount.3.17. Show that \( Q(1, 0), Q(0, 1) \) and \( Q(1, 1) \) do not have a common divisor. Conclude that for each \( p \mid N \) there is a pair \((x_p, y_p) \in \{(1, 0), (0, 1), (1, 1)\}\) such that \( p \nmid Q(x_p, y_p) \). Now use the Chinese Remainder Theorem to find \( x, y \) such that \( Q(x, y) \) is coprime to \( N \).

3.7 Let \((A, 2B, C)\) be a form of discriminant \( 4B^2 - 4AC = 4n \), and show that

\[
(Ax_1^2 + 2Bx_1y_1 + Cy_1^2)(Ax_2^2 + 2Bx_2y_2 + Cy_2^2) = x_3^2 - ny_3^2,
\]

where \( x_3 = Ax_1y_1 + Bx_1x_2 + By_1x_2 + Cy_1y_2 \), \( y_3 = x_1y_2 - x_2y_1 \)

generalizes Lagrange’s identity in the special case \( n = -5 \).

3.8 (Smith, p. 233; Weber) Consider the expressions

\[
X = ax' + bxy' + cy' + dyy', \\
-Y = exx' + fxy' + gxx' + hyy'.
\]

Show that the matrices

\[
J = \begin{pmatrix}
\frac{dX}{dx} & \frac{dX}{dy} \\
\frac{dY}{dx} & \frac{dY}{dy}
\end{pmatrix}, \quad J' = \begin{pmatrix}
\frac{dX}{dx'} & \frac{dX}{dy'} \\
\frac{dY}{dx'} & \frac{dY}{dy'}
\end{pmatrix}
\]

have determinants \( \det J = Q_2(x', y') \) and \( \det J' = Q_3(x, y) \), where \( Q_2 \) and \( Q_3 \) are the quadratic forms attached to the cube \( A \).

3.9 Assume that \((1, 1)\) is in \( \text{SL}_2(\mathbb{Z}) \). Show that \( Q(r, s)Q^{-1}(t, u) = Q_0(x, y) \), where

\[
(x, y) = \begin{cases}
(Art - bru + bst - Cuy, 1) & \text{if } \Delta = 4m, \quad B = 2b \\
(Art - bru + (1-b)st - Cuy, 1) & \text{if } \Delta = 4m + 1, \quad B = 2b + 1.
\end{cases}
\]

Hint: rotate the cubes on p. 86 Examples of Collinear Classes lemmacount.3.23 with \( \gamma^2 \) so that the associated forms are \( Q = (A, B, C) \), \( Q^- = (-A, -B, C) \) and \( Q_0; \) the corresponding matrices are then \( M(A) = \begin{pmatrix} 0 & 1 & 0 \\ -b & -1 & 0 \end{pmatrix} \) and \( M(A) = \begin{pmatrix} 0 & 1 & 0 \\ b & b' & -c \end{pmatrix} \), respectively, where \( b' = 1 - b \). Deduce that \( Q(x_1, y_1)Q^- (x_2, y_2) = Q_0(x_3, y_3) \) with \( x_3, y_3 \) as in \((3.8 \text{ equation.3.1.8})\).
3.10 Show that if $Q_0Q_0Q \sim 1$, then $Q \sim Q_0$.

3.11 Let $m \equiv 1 \mod 4$ be an integer. Show that $QQQ_0 \sim 1$ for the forms $Q_0 = (1, 0, m)$ and $Q = (2, 2, \frac{m+1}{2})$ with discriminant $\Delta = -4m$.

3.12 The next three exercises deal with connections between the cross product of vectors and composition.

Let $a_1, a_2, a_3, b_1, b_2, b_3$ be integers, and set

\[
\begin{pmatrix}
A_1 \\
A_2 \\
A_3
\end{pmatrix} = \begin{pmatrix}
a_1 \\
a_2 \\
a_3
\end{pmatrix} \times \begin{pmatrix}
b_1 \\
b_2 \\
b_3
\end{pmatrix}, \quad \text{that is,} \quad A_1 = \begin{pmatrix} a_2 & a_3 \\ b_2 & b_3 \end{pmatrix}, \quad A_2 = \begin{pmatrix} a_3 & a_1 \\ b_3 & b_1 \end{pmatrix}, \quad A_3 = \begin{pmatrix} a_1 & a_2 \\ b_1 & b_2 \end{pmatrix}.
\]

Show that $a_1A_1 + a_2A_2 + a_3A_3 = 0$. (Hint: imitate the proof of the Plücker relation.)

3.13 Let $a_1, a_2, a_3$ and $A_1, A_2, A_3$ be integers with $a_1A_1 + a_2A_2 + a_3A_3 = 1$ and $\gcd(a_1, a_2, a_3) = \gcd(A_1, A_2, A_3) = 1$. Show that there exist integers $b_1, b_2, b_3$ such that

\[
\begin{pmatrix} a_2 & a_3 \\ b_2 & b_3 \end{pmatrix} = A_1, \quad \begin{pmatrix} a_3 & a_1 \\ b_3 & b_1 \end{pmatrix} = A_2, \quad \begin{pmatrix} a_1 & a_2 \\ b_1 & b_2 \end{pmatrix} = A_3.
\]

Hints. Use Bezout to find integers $c_1, c_2, c_3$ satisfying $a_1c_1 + a_2c_2 + a_3c_3 = 1$, then set

\[
b_1 = a_1 - c_2A_3 + c_3A_2, \quad b_2 = a_2 - c_3A_1 + c_1A_3, \quad b_3 = a_3 - c_1A_2 + c_2A_1.
\]

3.14 (Bosma & Stevenhagen [BS1997, Lemma 2.8.]) Let $Q = (A, B, C)$ be a primitive quadratic form with discriminant $\Delta$, and assume that there are vectors $a = (a_1, a_2, a_3)^t$ and $b = (b_1, b_2, b_3)^t$ such that

\[
\begin{pmatrix} A \\
B \\
C
\end{pmatrix} = \begin{pmatrix} a_1 \\
a_2 \\
a_3
\end{pmatrix} \times \begin{pmatrix} b_1 \\
b_2 \\
b_3
\end{pmatrix} = \begin{pmatrix} a_2b_3 - a_3b_2 \\
a_3b_1 - a_1b_3 \\
\end{pmatrix}.
\]

Show that $[Q]^2 = [Q']$ for $Q' = (A', B', C')$ and

\[
\begin{pmatrix} A' \\
B' \\
C'
\end{pmatrix} = \begin{pmatrix} a_1^2 - a_1a_0 \\
a_2b_3 + a_3b_1 - 2a_2b_2 \\
b_2^2 - b_1b_3
\end{pmatrix}.
\]

3.15 Show that the forms $Q_1 = (2, 2, 33)$ and $Q_2 = (3, 2, 22)$ are concordant. Deduce that $Q_1Q_2Q_3 \sim 1$ for $Q_3 = (6, -2, 11)$.

3.16 Use Dirichlet’s technique to show that $Q^2Q' \sim 1$ for the forms $Q = (2, 1, 2)$ and $Q' = (4, -1, 1)$ with discriminant $\Delta = -15$.

3.17 Show that the primitive forms $(A, B, C)$ and $(C, B, A)$ are concordant, and deduce the relation $(A, B, C)(C, B, A)(AC, -B, 1) \sim 1$.

3.18 Show that the form $Q = (2, 1, 3)$ with discriminant $\Delta = -23$ is not concordant with itself. Verify that $Q' = Q|_{M} = (2, -3, 4)$ for $M = (I \sim) \in \text{SL}_2(\mathbb{Z})$, and then compute $[Q]^2$.

3.19 Define an action of $\text{GL}_2(\mathbb{Z})$ on the set of primitive quadratic forms with discriminant $\Delta$ by $M(Q) = S^M M(Q) S$. Show that $(A, B, C) \sim (A, -B, C)$ under this action, hence the equivalence classes modulo $\text{GL}_2(\mathbb{Z})$ are the union of $\text{SL}_2(\mathbb{Z})$-classes and their inverses. In particular, these equivalence classes in general do not form a group with respect to composition.

3.20 Let $p \geq 3$ be an integer and set $\Delta = -(2p - 1)$. Show that $h^+(\Delta) \equiv 0 \mod p - 2$ by showing that the class of the form $Q = (2, 1, 2^{p-3})$ has order $p - 2$.

3.21 Show that the set of matrices $(r \ N s) \in \text{SL}_2(\mathbb{Z})$ form a subgroup $\Gamma^0(N)$ of $\text{SL}_2(\mathbb{Z})$, and that the map sending $(r \ N s)$ to $(r \ s)^t \in \Gamma_0(N)$ induces an isomorphism of groups.
3.22 Define a map $\Gamma_0(N) \to (\mathbb{Z}/N\mathbb{Z})^\times$ by sending $(\tfrac{r}{s}, \ast) \in \Gamma_0(N)$ to the residue class $r + N\mathbb{Z}$ induces an exact sequence

$$1 \to \Gamma_1(N) \to \Gamma_0(N) \to (\mathbb{Z}/N\mathbb{Z})^\times \to 0,$$

where $\Gamma_1(N)$ is the set of matrices $(\tfrac{r}{s}, \ast) \in \text{SL}_2(\mathbb{Z})$ with $r \equiv u \equiv 1 \mod N$ and $t \equiv 0 \mod N$.

3.23 (continued) Show that the map $\Gamma_1(N) \to \mathbb{Z}/N\mathbb{Z}$ given by $(\tfrac{r}{s}, \ast) \to s + N\mathbb{Z}$ induces an exact sequence

$$1 \to \Gamma(N) \to \Gamma_1(N) \to \mathbb{Z}/N\mathbb{Z} \to 0,$$

where $\Gamma(N)$ is the subgroup of $\text{SL}_2(\mathbb{Z})$ consisting of matrices $(\tfrac{r}{s}, \ast)$ with $r \equiv u \equiv 1 \mod N$ and $s \equiv t \equiv 0 \mod N$.

3.24 Show that two matrices $R = (\tfrac{r}{s}, \ast)$ and $R' = (\tfrac{r'}{s'}, \ast)$ with determinant $p$ and $\text{gcd}(r, t) = \text{gcd}(r', t') = 1$ are right equivalent if and only if $rt' \equiv r't \mod p$.

3.25 Prove the special case $n = 3$ (and $m = 1$) of Gauss's Lemma 3.21 Gauss's Lemmalenmacnot.3.21 as follows: Let $M = (\tfrac{p_1}{q_1}, q_2, q_3)$ and $N = (\tfrac{r_1}{s_1}, r_2, r_3)$ be integral matrices such that the minors of $M$ are coprime. Find integers $t_1, t_2, t_3$ such that the determinant of the matrices

$$A = \begin{pmatrix} p_1 & p_2 & p_3 \\ q_1 & q_2 & q_3 \\ t_1 & t_2 & t_3 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} r_1 & r_2 & r_3 \\ s_1 & s_2 & s_3 \\ t_1 & t_2 & t_3 \end{pmatrix}$$

equal 1. Show that

$$A^{-1}B = \begin{pmatrix} r & s & 0 \\ t & u & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

and verify that $S = (\tfrac{r}{s}, \ast)$ has the desired properties.

3.26 Let $\Delta = \Delta_0 f^2$ for some fundamental discriminant $\Delta_0$, and let $N$ be a positive integer satisfying $(\Delta/p) = +1$ for all primes $p \mid N$. Then the congruence $B_0^2 \equiv \Delta_0 \mod 4N$ is solvable; fix a solution $B_0$.

A form $(A, B, C)$ is called a Heegner form if

1. $\text{disc} Q = \Delta$;
2. $N \mid A_1$;
3. $B \equiv B_0 f \mod 2N$.

Let $\mathcal{F}_N$ denote the set of Heegner forms; show that $\mathcal{F}_N$ is fixed by the action of $\Gamma_0(N)$, and that the natural map $\pi_N: \mathcal{F}_N/\Gamma_0(N) \to \mathcal{F}/\text{SL}_2(\mathbb{Z})$ is a bijection.

Also show that $\mathcal{F}_N/\Gamma_0(N)$ carries a natural group structure (consider $\Gamma_0(N)$-equivalence classes of forms $(A, B, C)$ with $C$ coprime to $N$), and that $\pi_N$ is an isomorphism of abelian groups.

3.27 (continued) Consider the free abelian group $G_\Delta$ generated by Heegner forms belonging to the pair $(\Delta, N)$. For each prime $p$ and some Heegner form $Q = (A, B, C)$ introduce the forms $Q_\infty = (A, Bp, Cp^2)$ and $Q_k = (Ap^2, (B + 2Ak)p, Ak^2 + Bk + C)$ for $0 \leq k < p$. Show that the $Q_k$ are Heegner forms.

Define the Hecke operator $T_p$ via $T_p Q = Q_\infty + Q_0 + Q_1 + \ldots + Q_p$, with the object on the right hand side interpreted as an element of $G_\Delta$. The Atkin-Lehner involution $w_N$ is defined by $w_N(Q) = (CN, B, A/N)$.

that $w_N(Q)$ is a Heegner form, and that $w_N \circ w_N$ is the identity map.

Set $F_N = (N, B_0 f, C) = (B_0^2 f^2 - \Delta)/4N$. Show that $w_N(Q) = F_N \cdot Q^{-1}$ in $\mathcal{F}_N/\Gamma_0(N)$.

3.28 (Shanks & Weinberger [SW1972]) Let $p = A^6 + 4B^6$ be a prime, and consider the form $Q = (B^3, A^3, -B^3)$ with discriminant $\Delta = p$. Show that $Q \sim Q_0$.

Hints: Show that $Q$ represents $B^3$ and $-B^3$, and use composition to deduce that $Q^2$ represents $-1$, and that $Q^4$ represents $1$. By genus theory, the class number $h^+(\Delta)$ is odd, hence we must have $Q \sim Q_0$.

3.29 (continued) Set $Q_1 = (3A^2 + B^2), 3A^3, A^4 - A^2 B^2 + B^4)$. Show that $Q_1$ is the composition of the forms $Q_2 = (A^2 + B^2, 3A^3, 3(A^4 - A^2 B^2 + B^4))$ and $Q_3 = (3, \frac{1}{2} (\Delta + 3))$. Show that $Q_1 \sim Q_0$ and $Q_2 \sim Q_1^{-1}$, and deduce that $Q_2 \sim Q_0$.

If $\Delta > 5$, show that $Q_2$ is not equivalent to the principal form.
3.30 Show that if \( p \mid C \), then the solutions of the quadratic congruence \( A + Bk + Ck^2 \equiv 0 \mod p \) (see Lemma 3.42lemmacount.3.42) can still be given by the formula \( k_{1,2} \equiv -\frac{B \pm \sqrt{\Delta}}{2C} \mod p \) if it is interpreted correctly.

Show first that you may choose \( \sqrt{\Delta} \equiv B \mod p \); choosing the minus sign in the formula for \( k \) then gives \( k = \infty \). For the plus sign, use the identity \( -\frac{B + \sqrt{\Delta}}{2C} = \frac{A}{-B - \sqrt{\Delta}} \).

3.31 (Steinitz [Ste1899]) Consider the ring \( M_n \) of \( n \times n \) matrices with integral entries (much of what follows can be transferred to principal ideal domains). For each \( 1 \leq k \leq n \), let \( d_k(A) \geq 0 \) denote the greatest common divisor of the determinants of all \( k \times k \)-minors of \( A \) (we set \( d_k(A) = 0 \) if all these determinants vanish); the elements \( d_k \) are called determinant divisors.

We say that \( B \mid A \) for \( A, B \in M_R \) if there exist matrices \( C, D \in M_R \) such that \( A = CBD \).

We call two matrices \( A, B \) associate (and write \( A \sim B \)) if \( A \mid B \) and \( B \mid A \). Let \([A]\) denote the equivalence class of \( A \).

Prove the first fundamental theorem of Frobenius: we have \([A] = [B]\) if and only if they have the same determinant divisors. In this case, there exist matrices \( E_1, E_2 \in \text{GL}_n(\mathbb{Z}) \) such that \( A = E_1BE_2 \).

A matrix \( A \in M_n \) is called principal if it is a diagonal matrix of the form \( A = \text{diag}(e_1, e_2, \ldots, e_n) \) with \( e_j \geq 0 \) for \( 1 \leq j \leq n \) and \( e_j \mid e_{j+1} \) for \( 1 \leq j < n \). Show that every class contains a unique principal matrix.

We call \( e_1, e_2, \ldots, e_n \) the invariants of a class \([A]\). Prove the second fundamental theorem of Frobenius: we have \( B \mid A \) if and only if each invariant of \( B \) divides the corresponding invariant of \( A \).
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